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Hydropower is cost effective environment friendly and worldwide proven sustainable energy source. 
Driven by streamflow stream flows, it is vulnerable to climate change and land use change. The 
hydropower production from the two-existing run-of-river hydropower projects on the Sondu Miriu 
River are vulnerable to rainfall variability and requires proper understanding of the climate change 
trends and policies to support sustainable hydropower development and put in place strategies for 
building resilience for the local communities. The objective of this paper is to examine climate change 
trends and their impacts on hydropower in the Sondu Miriu River basin. The methodology involved 
analysis of downscaled climate data from CORDEX for the period from 1950 to 2100, gridded data from 
Kenya Meteorological department for a period of 2007 to 2018, river flows data from Water Resources 
Authority for a period of 2007 to 2018 and hydropower output data from KenGen for a period of 2007 to 
2018 to examine the climate change trends within the Sondu Miriu River basin and impacts on 
hydrology and hydropower. The results indicate that maximum and minimum annual temperature 
increased by 0.7 and 0.9°C, respectively between 1950 and 2005. Both the maximum and minimum 
annual temperatures are projected to increase by 1.9°C based on the RCP4.5 and RCP8.5 scenarios 
between 2006 and 2100 within the Sondu Miriu basin. Annual rainfall increased by 74.8 mm between 
1950 and 2005. This is projected to increase by 24.7 and 117.8 mm based on RCP4.5 and RCP8.5 
scenarios, respectively. For the period between 2007 and 2018, the observed maximum increased by 
5°C while the minimum temperatures decreased by 1°C. The rainfall decreased by 193.14 mm while the 
mean daily river flows decreased by 0.3 m

3
/s annually during the same period. This resulted in the 

decrease of hydropower production by 8.3 GWh in Sondu Miriu HPP between 2007 and 2018 while the 
production reduced by 14.18 GWh for Sang’oro HPP between 2012 and 2018. Understanding climate 
change trends within Sondu Miriu River basin should guide the planning for hydropower development 
projects. 
 

Key words: Climate change, hydropower, Sondu Miriu River basin, downscaling, impacts. 
 
 

INTRODUCTION  
 

In the twenty first century, substantial temperature rise is 
expected because of  the  projected  concentration  levels 

increase of greenhouse gases (GHGs) (Hamududu and 
Killingtveit, 2012; Kumar et al., 2011;  Milly  et  al.,  2005).  
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The mean temperature globally is projected through 
scientific consensus to increase by approximately 3°C by 
the close of twenty first century because of the current 
economic and population growth rates. The precipitation 
levels globally is also expected to accompany this 
temperature rise by approximately 15% increase (Kumar 
et al., 2011; Milly, Dunne and Vecchia, 2005). The future 
global precipitation will affect run-off characteristics and 
therefore influencing water resources availability 
(Hamududu and Killingtveit, 2012; Milly et al., 2005). 
Climate change particularly associated with reduction of 
rainfall, shortening of rainfall seasons, delayed rainfall 
onset, increased drought events and rising temperatures 
are locally perceived to be the main drivers of some 
changes such as continuous increase in rivers and 
streams seasonality and progressive reduction in water 
flows (Kangalawe, 2017). 

There is already consensus that water resources 
availability is expected to be affected globally, regionally, 
and locally by climate change (Milly et al., 2005). The 
changes in characteristics of the river flow particularly in 
timing and quantity usually accompanied by increased 
reservoirs water losses through evaporation have higher 
chances to negatively impact on the hydropower 
generation.  

The Eastern African countries except Ethiopia are 
anticipated to have increase in hydropower generation by 
2050 (Hamududu and Killingtveit, 2012). There is 
expectation of a lot of impacts of climate change on 
hydropower system operations as well as on the local 
communities neighbouring the hydropower projects 
(Harrison et al., 1998). Run-of-river hydropower projects 
are vulnerable and sensitive to the impacts of climate 
change such as floods and droughts.  

Hydropower constitutes about 38% of the installed 
electricity generation capacity in Kenya with Sondu-Miriu 
and Sang’oro hydropower schemes being the most 
recent to be developed (Kenya Power, 2018). The 
schemes within the Sondu-Miriu River basin, therefore, 
offers an opportunity as a case study to learn lessons on 
integrating climate change adaptation into hydropower 
developments that results in socioeconomic, 
environmental, and technical sustainability. As there is 
still existing potential within Sondu Miriu River basin, this 
can give guidelines on how to develop future hydropower 
projects with climate change adaptation fully integrated. 
Opportunity exists in responding to climate change and 
awareness enhancement that maintains ecosystem 
functioning for supporting livelihood and development 
fundamentally (Shackleton and Shackleton, 2012), and 
able to motivate new development trajectories (Niang et 
al., 2014).  

The main objective of this paper was to examine 
climate change trends in Sondu Miriu River basin from 
1950 to 2100 and evaluate their impacts on the 
generation of hydropower in the two-existing run-of-river 
hydropower projects. 

 
 
 
 
LITERATURE REVIEW  
 
The design life for hydropower infrastructure is usually 
more than 100 years and economic design life of 60 
years (Kumar et al., 2011). The global energy system is 
moving towards achieving a less carbon-intensive and 
sustainable future being a response to the Sustainable 
Development Goals (SDGs), where a major role is 
expected to be played by development of hydropower 
(Zhang et al., 2018).  

Electricity supply is projected to affect directly by 
changing climate through influencing water availability for 
hydropower generation. Improving the understanding on 
how water resources availability and temperature are 
most likely to be impacted on by the changing climate is 
therefore important (Van Vliet et al., 2016). The general 
perception that small run-of-river hydropower plants are 
renewable energy sources associated with little or no 
environmental impacts has resulted into a global spread 
of this hydropower technology. Interdisciplinary research 
progress involving different stakeholders is crucial to 
harmonize conflicting interests and enable the 
sustainable development of small run-of-river hydropower 
plants (Kurigi et al., 2021). 
 
 
Climate change and hydrology 
 
During the 21st century, the use of multi-model 
ensembles in the climate projections has shown that 
rainfall is projected to increase globally (Milly et al., 
2005). Almost all the models project rainfall increases in 
parts of the tropics (Kumar et al., 2011). The maximum 
and minimum annual temperatures are also projected to 
rise by between 0.5 and 3.5°C under the RCP 8.5 with 
the increase in minimum temperatures being projected to 
be higher during the cold season of JJAS compared to 
the MAM and OND rainfall seasons (Olaka et al., 2019). 
Few studies have examined the possible climate change 
impacts on hydropower resource potential. Kenya is 
particularly vulnerable because 38% of installed electricity 
capacity is based on hydroelectric power. 
 
 
Hydropower development in the face of climate 
change 
 
Climate change impacts on water resources and extreme 
hydrological events is one of the major challenges for 
hydropower development (Biao, 2017). Based on the 
various greenhouse gas emission scenarios, there is 
evidence that climate change has affected various 
aspects of water resources and this situation is expected 
to continue throughout the twenty first century (Shahram 
et al., 2012). Hydrologic impacts assessment usually 
relies on spatial downscaling for the translation of large 
scale GCM projections to the scales that  represent  more  

https://www.sciencedirect.com/topics/engineering/hydropower-plant


 
 
 
 
physical climate change implications (Kopytkovskiy et al., 
2015). Hydropower generation and water resources 
availability are highly influenced by global warming 
because of increasing global temperatures that alters the 
rainfall patterns (Shu et al., 2018). Rainfall generally 
leads to runoff that affects the water availability for use in 
hydropower generation. The energy system globally is 
moving towards achievement of sustainable and less 
carbon-intensive future under the Sustainable 
Development Goals (SDGs), where development of 
hydropower will be expected to play a critical role (Zhang 
et al., 2018).  
 
 
Impacts of climate change on hydropower generation 
 

Changes in water resource availability resulting from 
variations in rainfall, temperature increase, and 
evaporation rate rise facilitates the escalation of the 
extreme hydrological events frequency (Qin et al., 2020). 
It is projected that the fluctuations in streamflow 
distribution will cause reduction in the net hydropower 
generation and operation globally under the RCP8.5 
scenario near the end of the nineteenth century (Wang et 
al., 2019; van Vliet et al., 2016). Both the run-of-river and 
the storage hydropower plants types are affected by 
spatial and temporal variations in rainfall and 
temperature, but the storage type of hydropower is stable 
due to its flexibility provided by its storage capacity while 
the run-of-river type of hydropower being the most 
affected due to its sensitivity to any climate change 
(Hamududu and Killingtveit, 2012; Koch et al., 2011). 

Many research projects have been conducted on the 
climate change impacts on generation of hydropower 
(Markoff and Cullen, 2008; Madani and Lund, 2010; 
Hamududu and Killingtveit, 2012; Gaudard et al., 2013; 
Viola et al., 2015; Arango-Aramburo et al., 2019). On the 
other hand, only a few research papers on the impacts of 
hydropower reservoirs on climate change have been 
published (Wu et al., 2012; Song et al., 2017; Balagizi et 
al., 2018) because the surface area covered by 
hydropower reservoirs is low globally (Hunt et al., 2020). 
The hydropower generation is projected to grow by 75% 
globally from 2008 to 2050 in the business as usual case 
while with aggressive actions aimed at reducing the 
greenhouse gas (GHG) emissions, it could grow by 
approximately 85% during the same period (Hamududu 
and Killingtveit, 2017). 
Overall, climate change has a possibility of decreasing 
dry season hydropower potential, while combined effects 
of deforestation also have the potential of increasing 
interannual variability. Therefore, incorporation of future 
climate change and coordination of hydropower reservoir 
operations should the principle in energy planning for the 
development of energy portfolios that are more resilient 
(Arias et al., 2020). For accurate regional quantitative 
predictions of impacts, analysis of changes in both the 
temporal distribution of river flows and average river flows  
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is necessary using hydrological models for conversion of 
climate scenarios time series to runoff scenarios time 
series (Kumar et al., 2011).  
 
 
MATERIALS AND METHODS 

 
Study area description 

 
Sondu Miriu River basin has got two ROR hydropower projects 
running. The basin supports various socioeconomic activities within 
the basin and in the neighbouring basins. It is, therefore, of interest 
to study the interaction between hydropower development and 
socioeconomic and environmental activities in this area. 

 
 
Study area location and description  

 
Located in the western Kenya, Sondu Miriu River basin is as one of 
the basins within the Lake Victoria drainage system (Figure 1). 
There are two run-of-river hydropower projects within the Sondu 
Miriu basin that draw water from Sondu Miriu River, namely 
Sang’oro and Sondu Miriu, for generation of hydroelectric power 
into the Kenya national electricity grid.  

The location of Sondu Miriu River basin is geographically 
confined within latitude 0°17’ S and 0°53’S and longitude 34°45’E 
and 35°45’E. Among the Kenya’s river basins draining into Lake 
Victoria, Sondu Miriu River basin is the fourth largest covering an 
approximate area of 3,500 km2 (Masese et al., 2012). The main 
tributaries of the Sondu Miriu River are Yunith and Kapsonoi rivers. 
Sondu Miriu River originates from the Mau Complex which is an 
expansive water catchment within Kenya. Diverse development 
activities and land use types characterize the Sondu Miriu River 
basin. The development activities and land use include industries, 
energy, settlements, agriculture, and forestry, among others. The 
various current existing human activities that have been occurring 
at different intensities and scales over the years within Sondu Miriu 
basin have capability to cause a wide range of reaching 
consequences to several matters in the basin. A number of these 
issues included general river ecological status, the river system 
aquatic biodiversity and the various water uses quality. The 
sedimentation rates that have been observed to be on the increase 
within Sondu Miriu River have compromised, over the years, the 
river water quality in the basin (Masese et al., 2012). 

 
 
Development of climate modelling 

 
Simulation of the present climate to predict the future climate 
change has resulted into the GCMs development. Despite 
demonstration of significant skill at hemispheric and continental 
spatial scales with the incorporation of large proportion of global 
system complexities, GCMs are not able to represent the local 
dynamics and features inherently (Xu, 1999). Therefore, for the 
GCMs to be applied at the local or basin level such as Sondu Miriu 
River Basin, downscaling techniques for downscaling GCMs 
outputs are necessary (Xu et al., 2005). 

A hierarchy of climate models are applied for the projections of 
changes in the climate system. These models range from simple to 
intermediate complexity, comprehensive, and Earth System 
Models. The simulated changes by these models are done on the 
basis of a set of anthropogenic (human caused) forcing scenarios. 
The Representative Concentration Pathways (RCPs) which is a 
new set of scenarios has been applied for the recent simulations by 
climate modelling which were carried out under the framework of 
the Coupled Model  Intercomparison  Project  Phase  5  (CMIP5) by  
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Figure 1. Map of Sondu Miriu River basin. 
Source: World Resource Institute, 2017 

 
 
 
the World Climate Research programme. Many Earth System and 
comprehensive climate models have taken part in the Coupled 
Model Intercomparison Project Phase 5, with the results forming the 
foundation of the climate system projections (IPCC, 2013). 

Land use may substantially affect the precipitation and climate 
regionally (Hunt et al., 2020). These impacts can vary to a larger 
scale. For instance, precipitation patterns can be affected by 
converting forest land into agricultural farms (Li et al., 2009; Adnana 
and Atkinson, 2011; Price, 2011; Hunt et al., 2020), the regional 
average temperatures can be affected by deforestation (Bonan, 
1997; Hunt et al., 2020) alongside other impacts (DeAngelis et al., 
2010; Mueller et al., 2016; Chen and Dirmeyer, 2017). Besides land 
use changes, the regional climate can also be affected by water 
consumption patterns through evapotranspiration (Hunt and Leal 
Filho, 2018; Liu et al., 2018; Zou et al., 2018; Hunt et al., 2020). 
Therefore, water and land management practices have a major 
influence on climate patterns regionally (Betts, 2001; Tomer and 
Schilling, 2009). The relationship between climate patterns and land 
and water management are being proposed as one of the effective 
regional adaptation measures to manage global warming (Hirsch et 
al., 2017; Hunt et al., 2020) and to be incorporated into climate 
models (Li et al., 2018).  
 
 
Representative concentration pathways (RCPs) 

 
The RCPs are scenarios comprising the concentrations and 
emissions time series of full set of aerosols and greenhouse gases 
together with gases which are chemically active, including land 
cover  and   land  use  (Moss  et  al.,  2008).  Term  ―representative‖ 

implies that every single RCP is only one presentation of the 
several potential scenarios that can lead to the characteristics of 
specific radiative forcing. The term ―Pathway‖ puts more emphasis 
on the trajectory taken during the period to reach the anticipated 
outcome in addition to the long-term concentration levels (Moss et 
al., 2010).  

The RCPs are references to the concentration pathway section 
extending to the year 2100, for which the corresponding emission 
scenarios by the Integrated Assessment Models were produced. 
The four RCPs that were utilized as the basis for the climate 
projections and predictions in the latest IPCC Assessment to 
produce the 5th IPCC Assessment Report were produced from 
Integrated Assessment Models which were selected from the 
published literature. The four RCPs included a mitigation scenario 
leading to forcing levels that are extremely (RCP2.6), stabilization 
scenarios (RCP4.5 and RCP6), and a scenario considering 
extremely high greenhouse gas emissions (RCP8.5). Their 
identification is based on the approximate total radiative forcing 
such as 2.6 Wm-2 for RCP2.6, 4.5 Wm-2 for RCP4.5, 6.0 Wm-2 for 
RCP6.0, and 8.5 Wm-2 for RCP8.5 (IPCC, 2014). 

 
 
Downscaling climate information to regional level 
 
The necessity for climate change information is a fundamental 
matter within the climate change discussions. This is especially 
happening at both the regional and local scale. This information is 
extremely critical for evaluating the impacts of climate change on 
the natural systems and human livelihood including coming up with 
suitable  adaptation  strategies  at  both  the local and national level 



 
 
 
 
(Giorgi et al., 2009). 

Regional climate downscaling (RCD) through the application of 
both dynamical and statistical tools have been increasingly used in 
addressing most of the issues relating to climate change. Presently 
RCD has become a significant methodology for climate change 
research (Huntingford and Gash, 2005). There has been 
underutilization of the RCD based products. It is believed that the 
main reason for this underutilization can be attributed to absence of 
coordinated framework for evaluating the techniques based on 
RCD to produce ensemble projections which are of adequate 
quality that allows for characterization of the underlying 
uncertainties on climate change projections regionally. These 
coordinated frameworks exist for global models including the 
Coupled Model Intercomparison Projects 1-3 (CMIP1-3) or 
Atmospheric Model Intercomparison Project (AMIP). This has given 
a lot of benefits to the global climate modelling community 
immensely from such coordinated activities. The benefits have 
been in terms of understanding the process, evaluation of the 
model and generation of the climate change projections. There has 
been isolation of the studies on RCD which have been continually 
tied to specific targeted research interests. This has been done to 
allow for a comprehensive analysis of climate change projections at 
regional level based on RCD experiments that are not currently 
available (Giorgi et al., 2009) 

Coordinated regional climate downscaling experiment (CORDEX) 
programme was initiated with an aim of providing a framework for 
benchmarking for evaluation and possibly improvement of models, 
on one hand while on the other hand having a set of experiments to 
provide for exploration to the highest-level possible influence of the 
various sources of uncertainty. CORDEX, therefore, essentially 
aims at providing a framework for evaluating and benchmarking 
model performance (model evaluation framework) as well as 
designing experiments for producing climate projections suitable for 
utilization in the studies for impact and adaptation within the 
framework of climate projection (Giorgi et al., 2009). 

Framework for climate projections is currently based on new 
global model simulations within the CORDEX which were planned 
to support the IPCC Fifth Assessment Report referred to as CMIP5. 
These simulations are inclusive of various experiments that range 
from the 21st century simulations of new GHG scenarios, dekadal 
prediction experiments and other experiments such as the carbon 
cycle and the ones aiming at investigations of individual feedback 
mechanisms (Taylor, 2009). 

The methodology applied and the results of the 5-member 
ensemble simulation of the African climate for the period 1950-2100 
using climate modelling system PRECIS carried out over the 
CORDEX Africa domain suggest that Regional Climate Model 
(RCM) simulations improve the fit to precipitation and temperature 
observations in most of the African sub-regions. It should be noted 
that that the range of RCM projections usually differs from the ones 
from the GCMs in these regions (Buontempo et al., 2014). 
 
 
Climate scenarios 
 
The course spatial scale of GCM outputs for water resources 
studies is among the primary factors limiting the direct application of 
climate projections to hydrologic modelling. The development of 
future projections is usually based on the GCMs at resolutions of 
hundreds of kilometres which makes them difficult to relate to 
models at watershed scale (Kopytkovskiy et al., 2015). The climate 
change projections based on the watershed scale can give 
indications on the performance of future hydropower generation. 

The purpose of climate projection scenarios is to guide 
researchers in exploring the consequences, which are long term in 
nature, of the present decisions being made while taking into 
considerations the inaction within both the socioeconomic and 
physical   systems.  The    climate    projection    scenarios   provide  
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important reference for emerging research with economic and 
technological models (Moss et al., 2008). Currently, the research 
community on climate are applying the four new key scenarios of 
the Representative Concentration Pathways (RCPs) that give 
descriptions of a wide range of potential future projections 
scenarios for the main climate change drivers such as greenhouse 
gases, land use and air pollutant emissions. The RCP scenarios 
range from high to low emissions projections (Jubb et al., 2013). 
 
 
Data collection  
 
Downscaled climate data from 1950 to 2100, consisting of daily 
rainfall, minimum temperatures, and maximum temperatures from 
CORDEX were downloaded from https://cordex.org/data-access/ for 
the purpose of extracting historical and future climate scenarios for 
the Sondu Miriu River basin. The gridded daily minimum 
temperatures, maximum temperatures, and rainfall data for the 
Sondu Miriu River basin from 2007 to 2018 were obtained from 
Kenya Meteorological Department (KMD). The daily river flow from 
and monthly energy generation data from 2007 to 2018 was 
collected from Water Resources Authority (WRA) and Kenya 
Electricity Generating Company (KenGen), respectively. The 
hydropower projects within the Sondu Miriu River basin have been 
in operation from October 2007. 

CORDEX historical and projected climate scenarios were used to 
compare with the present trends from 1981 to 2018 to facilitate the 
determination climate change status of over Sondu Miriu River 
basin. The scenarios were based on the downscaled global 
circulation models. Scenarios from five models were considered 
namely Canadian Climate Change Modelling and Analysis 
(CCCMA), National Centre for Meteorological Research (CNRM), 
Max Planck Institute for Meteorology (MPI), Model for 
Interdisciplinary Research on Climate (MIROC), and National 
Oceanic Atmospheric Observations (NOAA). Ensembles for the five 
models were used for the analysis of the historical and projected 
scenarios. The historical scenarios were for the period from 1951 to 
2005 while projected scenarios were from 2006 to 2100. The 
CORDEX projections were used due to their improved fit to 
observations of precipitation and temperature in most of the African 
sub regions. CORDEX downscaled projections were based on the 
Representative Concentration Pathway (RCP) methodology as was 
adopted by the IPCC for the preparation of the fifth assessment 
report (IPCC, 2014). For this study, RCP8.5 and RCP4.5 have been 
adopted as the most likely scenarios. The RCP4.5 represents 
stabilization scenario while RCP8.5 represents high emission 
scenario. 
 
 
Data analysis 
 
The annual and seasonal trends of climate scenarios (RCP4.5 and 
RCP 8.5), grided rainfall and temperature data, river flows and 
electricity output data were determined through trend analysis using 
Microsoft excel. The data was grouped into annual and seasonal 
data sets. The data was subjected to curve fitting to capture the 
trends in climate change and their magnitudes within the Sondu 
Miriu River basin.  Linear curve fitting was adopted to determine the 
rate of change with time. The curve fitting was performed for all the 
data sets both annually and seasonally.  

The data used for the assessment of climate change impacts on 
the production of hydropower was from 2008 to 2019 and 2013 to 
2019 for Sondu Miriu and Sang’oro, respectively to perform 
correlation analysis between the climate scenarios and hydropower 
output. This also considered annual and seasonal changes. 
Correlation analysis between the observed river flow and observed 
rainfall was performed to determine the level of influence rainfall 
over  the  catchment  influences  river  flow  for  Sondu  Miriu  River. 
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During the same period (2008 – 2018), the observed and projected 
rainfall and temperature was also compared through correlation 
analyses and statistical t-test for confidence level to determine the 
reliability of the climate projection scenarios. T-test was selected as 
suitable for comparing two groups (flow and rainfall, observed and 
projected climatic conditions). 

 
 
RESULTS AND DISCUSSION 
 
Historical temperature change over Sondu Miriu 
River Basin 
 
From 1951 to 2005, there was an annual increase of 0.89 
and 0.73°C for minimum and maximum temperatures, 
respectively. During the same period, the seasonal 
minimum temperatures increased by 0.81°C for January 
and February season, 0.83°C for March to May season, 
0.85°C June to September season, and 0.96°C for 
October to December season. The seasonal maximum 
temperatures also increased by 0.43°C for January and 
February season, 0.90°C for March to May season, 
0.95°C for June to September season and 0.74°C for 
October to December season. The results have shown 
that the minimum temperatures have recorded higher rise 
compared to the maximum temperatures within Sondu 
Miriu River basin. This is consistent with the findings that 
the eastern Africa equatorial regions have faced a 
substantial temperature rise since early 1980s (Anyah 
and Qiu, 2012) and the Famine Early Warning Systems 
Network (FEWS NET) reports indicating that over the last 
50 years Kenya among other countries has experienced 
an increase in seasonal mean temperature (Funk et al., 
2012).   
 
 
Temperature projections over Sondu Miriu River 
Basin 
 
Within the 21st century, minimum and maximum 
temperature increases are projected within Sondu Miriu 
basin. Minimum temperature is expected to rise by about 
1.89°C annually the RCP4.5 projection scenario and 
4.6°C in the RCP8.5 projection scenario while the 
maximum temperature in the RCP4.5 projected scenario 
is projected to increase by 1.85°C annually and in the 
RCP8.5 projection scenario projected scenario is 
projected to increase by 4.47°C. In the RCP4.5 projection 
scenario, seasonal minimum temperatures are projected 
to increase by 1.86, 1.85, 2.24 and 1.62°C for January to 
February, March to May, June to September and October 
to December seasons, respectively while under the 
RCP8.5 projection scenario the seasonal temperatures 
are projected to increase by 4.58, 4.23, 5.39 and 4.10°C 
for January to February, March to May, June to 
September and October to December seasons, 
respectively. On the other hand, the seasonal maximum 
temperatures under the RCP4.5 are projected to increase  

 
 
 
 
by 1.76, 1.64, 2.34 and 1.49°C for January to February, 
March to May, June to September and October to 
December seasons, respectively while under the RCP8.5 
projection scenario the seasonal maximum temperatures 
are projected to increase by 5.04°C for January and 
February season, 4.93°C for March to May season, 
3.46°C for June to September and 3.71°C for October to 
December season. 

The drier seasons of January to February and June to 
September are projected to have higher minimum and 
maximum temperature increase than the long rainfall and 
short rainfall season under the RCP4.5 projection 
scenario. This trend applies also to minimum 
temperatures in the RCP8.5 projection scenario. The first 
two seasons of the year (January to February and March 
to May) have higher maximum temperature increase in 
the RCP8.5 projection scenario than the last two seasons 
(June to September and October to December) of the 
year. March to May rainfall season is projected to have 
higher increase than the October to December rainfall 
season. Even though the results agree with the earlier 
findings that minimum temperature increase is projected 
to be higher for the June to September season than for 
the long rainfall and short seasons (Olaka et al., 2019), 
the hot dry (January to February) was omitted in the 
earlier analysis. Looking at all the four seasons of the 
year, the cold and dry seasons of the year are projected 
to experience the highest minimum and maximum 
increase compared to the rainfall seasons. 

Both the minimum and maximum temperatures are 
projected to increase within the Sondu Miriu River basin 
within the century. This is expected to enhance the rate 
of evaporation from open water sources including the 
main Sondu Miriu River. As a result, the water losses will 
increase within the basin due to increased water 
demands from other water users. 
 
 
Historical rainfall over Sondu Miriu River Basin 
 
Annual rainfall over Sondu Miriu River basin has 
increased by about 18.27 mm. The seasonal rainfall has 
also increased in all the seasons except for the June to 
September season that has declined. The seasonal 
rainfall has increased by 1.10 mm for January and 
February season, 55.55 mm for March to May season, 
and 36.30 mm for October to December seasons while 
June to September has decreased by 18.15 mm. Several 
studies over the eastern Africa region have indicated a 
decline in rainfall during the March to May and June to 
September season in the last three to five decades of the 
20th century (Funk et al., 2008; Williams and Funk, 2011; 
Lyon and DeWitt, 2012; Williams et al., 2012; Rowell et 
al., 2015). The difference in the historical trends is only in 
the March to May season which may be attributed to 
spatial variability controlled by a range of physical 
processes  (Rosell   and   Holmer,   2007;   Hession   and  



 
 
 
 
Moore, 2011). A study by Rwigi et al. (2016) on the 
―Assessment of Potential Changes in Hydrologically 
Relevant Rainfall Statistics over the Sondu River Basin in 
Kenya Under a Changing Climate‖ also found out that the 
observed seasonal rainfall variation in overall indicate a 
possibility of shifting rainfall patterns where the 
comparatively dry  season of January and February 
season and short rainfall season of October to December 
are getting relatively wetter while the long rainfall season 
of March to May and cold season of June to September 
are getting relatively drier. 

 
 
Projected rainfall over Sondu Miriu River Basin 

 
The rainfall amount is expected to increase annually 
within Sondu Miriu River basin in the 21st century by 
24.70 mm based on the RCP4.5 projection scenario and 
by 117.80 mm based on the RCP8.5 projection scenario. 
This also concurs with the finding of Rwigi et al. (2016) 
that found out a general tendency of possible increasing 
rainfall amounts within the Sondu Miriu River basin 
together with neighbouring basins moving towards future 
climate periods. Towards 2030 and 2050, more rainfall is 
projected to be received within Sondu Miriu basin which 
will be in terms of rainfall days per month having higher 
probabilities of more wet days per month (Rwigi et al., 
2016). The seasonal rainfall is projected to decrease in 
the June to September by 19.95 mm under the RCP4.5 
projection scenario and 40.85 mm under the RCP8.5 
projection scenario. The seasonal rainfall is projected to 
increase by 13.30 mm in the January and February 
season and by 138.70 mm in the October to December 
season in the RCP4.5 projection scenario, while for the 
RCP8.5 projection scenario the projected seasonal 
increase is by 34.20 mm in the January and February 
season and 74.10 mm in the October to December 
season. The March to May seasonal rainfall is projected 
to decrease by 11.40 mm in the RCP4.5 projection 
scenario and to increase by 50.35 mm in the RCP8.5 
within the 21st century. The findings agree with other 
recent studies conducted within the region that project 
rainfall increase within the 21st century including the long 
rains of March to May season and short rains of October 
to December season (Moise and Hudson, 2008; 
Shongwe et al., 2011; Rowell et al., 2015; Olaka et al., 
2019). The study also concurs with other studies in the 
region that the seasonal rainfall for June to September is 
projected to decline in the 21st century (Patricola and 
Cook, 2011). A study by Olaka et al. (2019) on ―the 
projected climatic and hydrologic changes to Lake 
Victoria basin rivers under three RCP emission scenarios 
for 2015 to 2100 and impacts on the water sector‖ 
indicated that the June to September seasonal rainfall is 
projected to decrease in the RCP8.5 projection scenario 
but increase in the RCP4.5 projection scenario (Olaka et 
al., 2019). 
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Climate change impacts on hydrology and 
hydropower generation 
 

During the period between 2008 and 2019, when the 
existing two hydropower projects have been in operation 
within the Sondu Miriu River basin, the annual rainfall has 
declined. The same trend has been replicated in the 
seasonal rainfall patterns except the June to September 
season. The river flow has followed the same pattern with 
declining annual and seasonal flows except for June to 
September season. The hydropower output in the two 
hydropower projects have also followed the same trend 
whereby the output has been declining annually and in all 
the seasons except for June to September season. This 
is an indication that the hydrology and hydropower 
production will respond to rainfall pattern in the region. 
This concurs with Olaka et al. (2019) that high variability 
in projected discharge will have impacts on hydropower 
production in Sondu Miriu River and this could have the 
potential to reduce the average electricity production 
during the drought years (Olaka et al., 2019). 

With the rainfall projected to increase within the basin, 
hydropower generation is expected to remain stable, and 
this presents an opportunity for more hydropower 
development within the basin. Generally, the climate 
change impacts on hydropower output could vary a lot 
and differ locally, depending on the flow regime change. 
The impacts of the changing climate are expected to be 
felt more on the run-of-river hydropower systems 
compared to other systems with storage (Storage 
hydropower systems). Since rainfall is projected to 
increase, storage hydropower systems should be 
considered to manage the climate variability. A special 
report on ―renewable energy sources and climate change 
mitigation‖ by IPCC made a conclusion that the expected 
overall climate change impacts on existing hydropower 
generation may be small, or even marginally positive. 
However, the possibility of substantial variation within 
countries and even across regions is indicated in results 
(Berga, 2016). 

The correlation between the observed river flows and 
observed rainfall within the Sondu basin is a strong with 
an R

2
 of 0.78, an indication that rainfall data in the basin 

can be utilised to estimate the streamflow and how it can 
influence the hydropower production. The strong 
correlation between the observed rainfall and projected 
rainfall with R

2
 of 0.63 for the RCP4.5 projection scenario, 

and 0.60 for the RCP8.5 projection scenario indicate the 
reliability of climate change projection scenarios. 
Therefore, the climate change projections can be used to 
develop trends that can guide on the future water 
resource availability for development within the Sondu 
Miriu River basin. 
 
 

Statistical significance  
 

The  statistical  test  of significance  using  the  t-test  has 
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indicated no significant difference between the streamflow 
characteristics in Sondu Miriu basin. Based on the period 
the two run-of-river hydropower projects have been in 
existence, the t-test for significance indicates no 
significant difference between the observed and the 
projected rainfall characteristics within the basin. 
 
 
Conclusion 
 
Hydropower development could significantly be 
undermined by climate change especially for instances 
where critical resources such as water are threatened, 
and the incidence and severity of climate extremes such 
as droughts and floods are increased. The existing 
hydropower projects in the Sondu Miriu River basin, 
which are run-of-river type, are vulnerable due to the 
projected climate variability and climate change in the 
21st century. Implementing hydropower projects with 
storage in the basin can help in adapting to the climate 
change and climate variability. As the climate change 
projections indicate that the rainfall is projected to 
increase as well as temperature, water resources 
management may be a challenge due to increased 
evapotranspiration and rainfall variability that may affect 
the existing run-of-river generation projects in the Sondu 
Miriu River basin. Putting in place structural and 
nonstructural measures are required to minimize the 
impacts. The projected climate change trends can be 
made use of in determining future availability of water 
resource within Sondu Miriu River basin for hydropower 
development by influencing the non-structural and 
structural measures to be established. 
 
 
RECOMMENDATIONS 
 

Both technological and innovative management 
interventions which are proven through research are 
required for the management of anticipated changes to 
minimize the negative impacts climate change may have 
on the existing hydropower plants in terms of hydropower 
energy production and future planned hydropower 
projects in the basin. There should be a close 
collaboration between the research institutions and the 
hydropower development institutions interested in the 
Sondu Miriu River basin to enhance regular updates on 
climate change trends. This will assist hydropower 
development institutions in planning appropriately based 
on the projected climate change trends to minimize any 
negative impacts that may occur on hydropower 
generation within the basin. The collaborations should be 
based on the proposed strategies and backed up by the 
relevant policy options. The current existing County 
Development Integrated Plans for the relevant counties 
should be implemented, monitored, and evaluated based 
on their effectiveness and improvements suggested to 
make the better. The research institutions and hydropower 

 
 
 
 
development institutions should also actively be involved 
in the processes for developing policies that are aimed at 
integrating adaptation into the development of hydropower 
in particular and energy sector in general at national level 
and in the relevant counties interacting with Sondu Miriu 
River basin. Further research is required for 
understanding the detailed interaction between catchment 
conservation and management practices and basin 
climate change characteristics. This will assist in 
proposing relevant and appropriate strategies and 
policies to promote climate change adaptation within the 
Sondu Miriu River basin. 
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Mechanisms of the interannual variability of upwelling onset dates on the Petite-Cote of Senegal are 
investigated using daily NEMO model data outputs and NOAA ocean surface temperature observations 
(OISST). We first determined the phenology (onset dates, end dates, duration and occupied area of the 
upwelling) over the Petite-Côte located in south of the Senegalese coast. Our results show that 
upwelling in the Petite-Côte starts on average on 03-December (with a standard deviation of 13 days) 
and ends on average on 13-June (with a standard deviation of 11 days). Upwelling lasts, on average, 6 
months in the region. The maximum upwelling intensity is noted on 15-May and the maximum occupied 
area exhibits a February-May plateau. We then performed a composite analysis based on the earliness 
of the upwelling setup dates to understand the mechanisms involved. Our results show that for the 
earliest upwelling years, we note a strengthening of the vertical velocities 3 weeks before the onset of 
the upwelling but we note especially an abnormal intensification of the coastal jet. The latter seems to 
be the initiator of the early onset of the upwelling in the region. These reinforcements are associated 
with a significant decrease in surface temperature (SST) and an intensification of northerly trade winds.  
 
Key words: Upwelling, phenology, Senegalese coast, petite-côte. 

 
 
INTRODUCTION 
 
The Senegalese upwelling is the southern part of the 
Canary Islands upwelling system, which is one of the four 
major upwelling systems in the world, along with the 
Benguela in South Africa, California in North America and 
Peru-Chile (Humboldt) in South America. It consists of an 
upwelling of deep water towards the surface. Despite a 
relatively small surface area, less than 1% of the ocean 
surface, these regions are known for their intense 
biological productivity. This richness is mainly due  to  the 

trade winds that blow parallel to the coast, generating 
coastal upwelling (Rebert, 1978; Roy, 1989). Coastal and 
off-shore upwelling result from these northeasterly winds, 
which drive a zonal Ekman transport under the action of 
the Coriolis force (Jacox et al., 2018). This transport is 
indeed divergent, particularly strong at the coast, but also 
in the ocean interior over a distance depending on 
latitude (Faye et al., 2015). Mass balance requires 
compensation by an upward vertical transport of cold and  
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nutrient-rich waters, which favors the phytoplankton 
growth (Herbland and Voituriez 1974; Huntsman and 
Barber, 1977; Bricaud et al., 1987; Van Camp et al., 
1991). Indeed, the trade winds are the driving force 
behind the permanent or seasonal upwellings that 
develop along the West African coastline, from Morocco 
to Senegal via Mauritania. The northern trade winds push 
the waters offshore. According to mass conservation, a 
vertical flow compensates for this imbalance and brings 
nutrient-rich deep cold water to the surface. The West 
African upwelling is very particular (Lathuilière, 2008); 
among the 4 major upwelling systems, it is probably the 
less studied. After a major effort in the 1970s, this region 
has been little studied until fairly recently. Furthermore, 
the inter-comparison of the 4 upwelling systems shows 
that the West African Coastal Upwelling is the one that 
presents both the greatest seasonal variability and the 
greatest diversity of behavior along the coast. However, 
the phenology of this system (start date, end date, 
duration, occupied surface) as well as the behavior of 
physical parameters before, during and after an upwelling 
event remain to be studied in depth, especially with data 
from numerical models that allow a process study. In 
addition, over the last thirty years, the atmospheric 
circulation over the tropical Atlantic and the African 
continent has undergone profound changes, one of the 
most spectacular consequences was the drought that hit 
the Sahelian zone from the 1970s (Roy, 1989). These 
changes can have a significant impact on the marine 
ecosystem and require a great deal of understanding. 
This study focuses on the analysis of physical oceanic 
and atmospheric parameters that initiate the upwelling 
from the regional circulation model (NEMO) and is part of 
the general problem of understanding the Senegalese 
upwelling (especially in the southern part commonly 
called the Petite Côte, PC) in terms of phenology, 
variation of basic upwelling parameters (SST, Wind, 
Currents, Mixing layer, Thermocline) and the effect of 
possible changes in atmospheric circulation on this part 
of the Canary Islands system. 

Fishing is the main activity of coastal populations. 
However, the fishing activity depends intrinsically on the 
intensity of the upwelling (in terms of surface occupied, 
duration, etc.). In recent years, the fishing activity has 
decreased dramatically (fishermen often return with low 
catches) and has important socio-economic 
consequences (Merem et al., 2019). In the perspective of 
a good management of the resource and its control, it is 
important to understand the functioning of the upwelling. 
In other words, this study will make it possible to 
understand the inter-annual variability of the Senegalese 
upwelling in order to be able to prevent possible events of 
intensification and/or relaxation of the upwelling which is 
very important for predictability. In this study, we propose 
to study the following two main questions: 
 

(i) What is on average the duration, the area occupied, 
the start date, the  end  date  of  upwelling  in  the  Petite- 

 
 
 
 
Côte? 
(ii) What are the physical oceanic and atmospheric 
parameters that govern the early initiation of upwelling in 
the Petite-Côte? 
 
 
DATA AND METHODS 

 
Observation 

 
We used the Optimium Interpolation Sea Surface Temperature 
V2.0 (OISST) ¼° data which can be downloaded at 
https://psl.noaa.gov/data/gridded/data.noaa.oisst.v2.highres.html. 
OISST is a daily product of National Oceanic Atmosphere 
Administration (NOAA); it is an analysis constructed by combining 
observations from different platforms (satellites, ships, buoys, and 
Argo floats) on a regular global grid. A spatially complete SST map 
is produced by interpolation to fill in the gaps. The methodology 
includes bias adjustment of satellite and ship observations 
(referenced to buoys) to compensate for platform differences and 
sensor biases.  

There are two types of daily OISSTs, named after the relevant 
SST satellite sensors. These are the Advanced Very High-
Resolution Radiometer (AVHRR) and the Advanced Microwave 
Scanning Radiometer on the Earth Observing System (AMSR-E). 
The AVHRR has the longest record (late 1981 to present) of SST 
measurements from a single sensor design. Infrared instruments, 
such as AVHRR, can make observations at relatively high 
resolution but cannot see through clouds. Microwave instruments 
such as the AMSR-E can measure SST in most weather conditions 
(with the exception of heavy rain) but not near land. 

 
 
ATLTROP025 model interannual simulation 

 
We use also the Nucleus for European Modelling of Ocean (NEMO) 
model with version 3.6 in this study. It is a general circulation model 
which, like all OGCMs, tries to solve the primitive Navier-Stokes 
equations. NEMO was born as part of the new version of Océan 
PAraléllisé (OPA), (Madec et al., 1998) for ocean dynamics and 
thermodynamics, Louvain-la-neuve Ice Model (LIM) for atmospheric 
dynamics and thermodynamics and Tracer in the Ocean Paradigm 
(TOP) for biogeochemistry (Madec, 2008, 2014). It is then intended 
to be a flexible tool to study over a wide spatio-temporal spectrum 
the ocean and its interactions with the other components of the 
terrestrial climate system (atmosphere, sea ice, biogeochemical 
tracers etc...). The prognostic variables are the three-dimensional 
velocity field (u, v, w), sea surface height (linear or not), 
temperature and salinity. The distribution of the variables is done on 
a three-dimensional Arakawa C-grid using a vertical z-coordinate 
(with integer or partial levels), or an s-coordinate (which takes into 
account the topography), or a combination of both.  

The outputs used in this study are daily and cover the period 
1990-2015. The regional grid of 1/4° horizontal resolution 
encompasses the tropical Atlantic (35°S - 35°N, 100°W - 15°E). It 
has 75 irregular levels on the vertical, 12 levels in the upper 20 m 
and 24 levels in the first 100 m. This configuration has already been 
described in detail in Hernandez et al. (2016), a study in which it is 
shown that the NEMO v3.6 model successfully reproduces the 
mean state of the tropical Atlantic and sea surface cooling following 
tropical storms and hurricanes west of the region. Beyond the 
validation done by Hernandez et al. (2016), we compared the mean 
state of the NEMO model data with that of the OISST observations. 
We clearly see that the model is able to reproduce the mean state 
of the tropical Atlantic (Figure 1). 

Lateral   boundaries   are   forced   with  daily  outputs   from   the  
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Figure 1. Annual mean surface temperature (top) and hovmöller diagram 
(bottom) of the Atlantic Ocean for the observation and the model. 

 
 
 
MERCATOR GLORYS2V3 global reanalysis. Details of the method  
are given in Madec (2014). At the surface, atmospheric fluxes of 
momentum, heat, and freshwater are provided by bulk formulas 
(Large and Yeager, 2009). The model is forced with the DFS5.2 
product (Dussin et al., 2014) which is based on the ERA-interim 
reanalysis (Dee et al., 2011) and consists of 3 h fields of wind 
speed, temperature, atmospheric humidity, daily longwave, 
shortwave and precipitation fields.  

The model reference experiment is initialized with temperature 
and salinity climatology provided by World Ocean Atlas (WOA98) 
from Levitus et al. (1998) and is integrated over the period 1979-
2012. For more information, the reader can use the following 
address http://www.nemo-ocean.eu. 

 
 

Methodology 
 

We first calculated the anomalies of the atmospheric and oceanic 
variables. These anomalies are obtained by removing from the raw 
value, the seasonal cycle over the whole period. We then 
calculated all the indices averaged in the study area shown by the 
black rectangle in Figure 2. We show also in Figure 2, the standard 
deviation of sea surface temperature and note that its maximum is 
located along the Senegalese-Mauritanian coasts, which shows a 
very high variability of the SST in these regions. The annual mean 
surface winds are superimposed and show mainly a northeast 
direction.  

Several indices have been developed to quantify the upwelling 
phenomenon. These indices are often based on surface data, 
especially satellite data, and are essential to characterize the 
upwelling phenomenon in terms of spatio-temporal intensity. In the 
literature, four upwelling indices are most often used: an upwelling 
index based on the SST (Demarcq and Faure, 2000; Caniaux et al., 
2011), an upwelling index based on winds and an upwelling index 
based on chlorophyll.  

To characterize the cold tongue in the tropical Atlantic, Caniaux 
et al. (2011) defined an index based on a temperature threshold. 
Their SST threshold was chosen based on the contour of the 
isotherms that characterize the upwelling in the cold tongue area of 
the equatorial Atlantic. This index expresses the cooling intensity 
and is defined point by point by subtracting the SST for each grid 
point from a SST threshold within a domain A. The surface 

( occupied by the upwelling and the intensity of the 

cooling (considered here as the upwelling index) are given 
respectively by the following relations: 
 

𝑆𝑃𝐶 =  𝐻𝑒 24°𝐶−𝑆𝑆𝑇 (𝑥) 𝑑𝐴

𝐴(𝑥)

 

 
 

𝑇𝐼𝑃𝐶 =
1

𝑆𝑃𝐶
  24°𝐶−𝑆𝑆𝑇 (𝑥)  𝐻𝑒  24°𝐶−𝑆𝑆𝑇 (𝑥) 𝑑𝐴

𝐴(𝑥)

 

  
 

PC stands for the Petite-Côte, A is the area of the region and  

the Heaviside function defined as follows: 
 

𝐻𝑒 =  
1        𝑖𝑓 𝑆𝑆𝑇 < 24°𝐶
 0                𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

 
 

 

We adopted the same method in our study (as in Caniaux et al.; 
2011) to characterize the coastal upwelling index. The threshold 
temperature chosen, expressing the limit value of the SST at which 
we consider that the upwelling has started, is taken at 24°C. Note 
that this threshold SST value is very sensitive to our results but 
represents a value that allows us to obtain results comparable to 
those obtained using other methods (Teisson,  1983).  Furthermore,  
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Figure 2. Standard deviation of surface temperature from OISST data (color) 
and annual mean of surface winds (vectors) in the Atlantic Ocean over the 
period 1990-2015. 

 
 
 

the method of Caniaux et al. (2011) is used because it has the 
advantage of providing, in addition to the start and end dates, the 
upwelling surface which is important information for understanding 
the variability of the upwelling in this region.  

The start date is obtained, for each year, as the first day when 
upwelling index is greater than zero and the end dates are obtained 
as the day when the value of the latter is equal to zero. This is our 
methodology for characterizing the upwelling phenology (start 
dates, end dates, surface area, date of maximum area) mentioned 
in Table 1. 

One of the questions we are interested in is the oceanic and 
atmospheric mechanisms involved during early upwelling years. 
Thus, we chose to perform a composite analysis based on Table 1. 
The composite analysis method is a very useful statistical tool to 
spatially and temporally isolate the average behavior of a large 
meteorological field with respect to an area of influence that we 
want to test. This method does not allow to apprehend the 
complexity of physical processes. In fact, it has certain advantages 
for extracting signals or interactions from a complex environment. 
We defined a threshold to characterize the early (late) years by 
considering the years whose date of onset of the upwelling is less 
(more) than 1 time the standard deviation below (above) the mean 
start date. The threshold of 13 days which represents 1 time the 
standard deviation (Table 1) allows us to isolate early and late 
upwelling years. Thus, a year is considered as early year if it starts 
before 21-November and late if it starts after 16-December. The 
years that do not meet this selection criterion are considered as 
normal years. From these criteria, we form three groups of samples 
mentioned in the following Table 2. 

We compared our results with the literature and relatively good 
consistency is found. For example, 2002 and 2006 upwellings are 
of chosen as case studies years in terms of late upwelling setup 
(Marin et al., 2009; Polo et al., 2008). Thus, we chose to average 
30 days before and 30 days after the onset of upwelling for all 
atmospheric and oceanic variables to better diagnose the behavior 
of the parameters for early upwelling years. Finally, for the 
composite analysis of the  different  variables, we  apply  a  lanczos  

filter to the data at intra-seasonal timescale to remove frequencies 
greater than 90 days.  
 

 
RESULTS AND DISCUSSION 
 
Seasonal cycle of the local atmospheric variables 
 

One of the most important parameters for understanding 
coastal upwelling is the study of wind speed and 
direction. Thus, we show in Figure 3, the monthly 
climatology of wind direction and intensity. From October, 
the winds begin to intensify and are from North to 
Northeast in Mauritania but from North to slightly 
Northwest in the Petite-Côte. From November, the winds 
are, practically, of North-East sectors along the West 
African coast and intensify until March. From November, 
the winds are of North-West sectors in the Senegalese 
coasts (Figure 3). From April to May, the winds turn to the 
southeast, weaken in June and have a low intensity or 
even cancel out over the period from July to September. 
These results confirm those found by Roy (1989) when 
he studied the fluctuation and variability of winds along 
the Senegalese coast over the period 1963-1986 with 
observation data from weather stations.  

On the other hand, the wind frequency map shows that 
the winds are predominantly northeast from November to 
March, then predominantly northwest from April to 
October with a penetration of monsoon winds with a 
southwest component during the months of June to 
October (Figure 4). Southeast winds are less frequent in 
the region and show their weakest maxima in September.  
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Table 1. Phenology of the coastal upwelling in the Petite Côte. 
 

Year 
Mean surface 
area (10

4 
km

2
) 

Maximum surface 
area (10

4 
km

2
) 

Date of maximum 
surface area 

Upwelling Index 

(𝑻𝑰𝑷𝑪, °𝐂)   
Date of 

formation 
Date of end 

Duration 
(Days) 

1991 1.6913 3.0858 31-May-1991 0.5534 26-Nov-1990 28-Jun-1991 214 

1992 1.4070 2.6229 25-May-1992 0.4959 09-Dec-1991 12-Jun-1992 186 

1993 1.4484 3.3172 18-May-1993 0.5014 04-Dec-1992 11-Jun-1993 189 

1994 1.7084 3.0858 20-May-1994 0.5726 16-Nov-1993 22-Jun-1994 218 

1995 1.3778 3.2401 12-May-1995 0.5096 08-Dec-1994 12-Jun-1995 186 

1996 1.3516 3.3944 10-May-1996 0.4767 09-Dec-1995 01-Jun-1996 175 

1997 1.5116 3.2401 25-May-1997 0.5288 23-Nov-1996 14-Jun-1997 203 

1998 1.5194 3.3172 19-May-1998 0.5178 11-Dec-1997 21-Jun-1998 192 

1999 1.4372 2.3144 13-May-1999 0.4959 02-Dec-1998 04-Jun-1999 184 

2000 1.4767 3.3172 20-May-2000 0.5370 20-Nov-1999 18-Jun-2000 211 

2001 1.4269 2.9315 14-May-2001 0.4932 01-Dec-2000 31-May-2001 181 

2002 1.3100 3.2401 23-May-2002 0.4411 02-Jan-2002 15-Jun-2002 164 

2003 1.4167 3.2401 08-May-2003 0.5178 24-Nov-2002 13-Jun-2003 201 

2004 1.4484 2.5458 24-May-2004 0.4959 13-Dec-2003 23-Jun-2004 193 

2005 1.1959 3.3172 23-Apr-2005 0.4438 05-Dec-2004 17-May-2005 163 

2006 1.3535 3.3172 14-May-2006 0.4384 30-Dec-2005 10-Jun-2006 162 

2007 1.6813 3.1629 01-Jun-2007 0.5397 10-Dec-2006 08-Jul-2007 210 

2008 1.4150 3.3172 21-Apr-2008 0.5342 26-Nov-2007 13-Jun-2008 200 

2009 1.6414 3.1629 29-May-2009 0.6027 02-Nov-2008 17-Jun-2009 227 

2010 1.3098 3.0087 28-Apr-2010 0.4548 08-Dec-2009 27-May-2010 170 

2011 1.2724 3.2401 21-May-2011 0.4411 23-Dec-2010 14-Jun-2011 173 

2012 1.4444 3.3944 16-May-2012 0.5205 23-Nov-2011 13-Jun-2012 203 

2013 1.4977 2.7001 12-May-2013 0.4932 02-Dec-2012 17-Jun-2013 197 

2014 1.5222 2.8544 30-Apr-2014 0.5068 25-Nov-2013 07-Jun-2014 194 

2015 1.3402 3.3172 07-May-2015 0.4685 03-Dec-2014 19-Jun-2015 198 

Mean 1.4482 3.1000 15-May 0.5032 03-Dec 13-Jun 192 

SD 0.1300 0.2800 34 0.0419 13 11 18 

 
 
 
Phenology of upwelling in the Petite-Côte 
 
Figure 5 shows the monthly climatology of the 
upwelling index and upwelling area calculated 
from the method of Caniaux et al. (2011). It shows 
a significant seasonal variation of the index with  a 

maximum noted in March coinciding with the 
maximum of the average area occupied by the 
upwelling. Note that the maximum area shows a 
plateau from January and lasts relatively four 
months (January to May). On the other hand, the 
upwelling in the Petie-Côte begins on average  on 

December 3 (with a standard deviation of +/- 13 
days) and ends on June 13 (with a standard 
deviation of +/- 11 days (Figure 5 and Table 2) 
with a significant daily variance (shaded area). 
The mean upwelling duration is 192 days (about 
6.5 months)  and  the  maximum  mean  upwelling 
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Table 2. Distribution of early, normal and late upwelling formation in the Petite Côte. 
 

Early upwelling years 1994; 2000; 2009 

Normal upwelling years 
1991; 1992; 1993; 1995; 1996; 1997; 1998; 1999; 2001; 2003; 2004; 2005; 2007; 2008; 2010; 
2012; 2013; 2011; 2015 

Late upwelling years 2002; 2006; 2011 

 
 
 

 
 

Figure 3. Monthly climatology of wind speed and direction along the of West African coasts over the 
period 1990-2015.  

 
 
 
index is 0.5032 coinciding with 15 May. For more 
information, details are given in Table 2. 

On the other hand, a synthesis of Table 2 is shown in 
Figure 6, highlighting practically all the information on the 
phenology of upwelling in in the Petite-Côte. Upwelling 
features show strong interannual variability in the starting 
dates, duration (in days) and the surface area (in km², the 
larger the circle, the larger the surface area and vice 
versa).  

Note that, years in which upwelling starts earlier do not 
necessarily correspond to years of strong upwellings in 
terms of intensity and surface area. For example, the 
year 1994 (in which upwelling started earlier, e.g. on 
November 16, 1993) do show, practically, comparable 
surface area compared to normal years. Also, a year of 
late upwelling formation may correspond to a normal year 
in terms of surface area. However, the duration of the 
upwelling seems to be often related to the earliness of 
the upwelling. The earlier the upwelling, the longer the 
duration. We understand that the interannual variability of 
the upwelling system in the region is complex and 
requires extensive analysis. One of the important scientific 

questions of this paper is to understand the interannual 
variability of the onset dates of upwelling in the Petite-
Côte. We will attempt to answer this question in the 
following paragraphs.  
 
 
Composite analyses 
 
Ensemble averages of atmospheric and oceanic 
variables were made for early upwelling years, with the 
starting date for each year as the center (corresponding 
to lag 0). Days before the upwelling starting date 
correspond to negative lags: for example, lag -1 
corresponds to one day before the upwelling start date 
and lag +1 corresponds to one day after the upwelling 
start date and so on.  
 
 
Surface temperature 
 
The composite analysis on surface temperature shows 
that  for  an  early  upwelling  year,   SST   anomalies  are  
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Figure 4. Monthly climatology of wind sector frequency on the Petite-Côte Senegalese over the 
period 1990-2015.  

 
 
 

 
 

Figure 5. Monthly climatology of the index (top) and surface area (bottom) of 
the upwelling in the Petite-Côte for the period 1990-2015.  

 
 
 
abnormally negative and form 14 days before (lag -14) 
the start of the upwelling corresponding to a strong 
cooling of the SST in the area (Figure 7). This strong 
cooling first appears a few tens of kilometers from the 
coast and occupies virtually the entire Senegalese 
coastal region several days after the start of the upwelling 
(Figure 7). The distance between the maximum cooling 
and the coast confirms that upwelling in this area occurs 
not at the coast but at some distance from it (Figure 7) 
and confirms the work of Ndoye et al. (2014) among 
others. 
   This cooling is also associated to the strengthening of 
northeasterly to northerly winds favorable to the upwelling 
in the Petite-Côte. The cooling values at lag 0 range 
between -0.2°C and -0.3°C. The  wind  pattern  may  play 

an important role in the early initiation of the upwelling. 
Indeed, according to Ekman's theory, winds parallel to 
the coast are more efficient to produce upwelling under 
the effect of Ekman transport.  However, on the Petite-
Côte, the winds are often parallel to the coast (purely 
from the North) and therefore favorable to upwelling 
which is the case in lag 2.  
 
 
Currents 
 
The pattern of the vertical velocity for an early upwelling 
year is shown in Figure 8. Positive anomalies of vertical 
velocity are observed before the onset of the upwelling. 
Upwelled  waters start 3 weeks (lag -22) before the onset  
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Figure 6. Interannual variability of onset date, duration (in days) and area occupied (circle size) of upwelling on the 
Senegalese Petite-Côte for the period 1990-2015.  

 

 
 

 
 

Figure 7. Temporal evolution of sea surface temperature for an early upwelling year.  Arrows represent surface wind anomalies for an 
early upwelling year. 

 

 
 
of the upwelling, even if the values are low of the order of 
1.10

-8
 m.s

-1
. Starting date of the vertical velocities (at lag -

22) together with that of the negative SST (lag -14) 
clearly shows that the ocean takes 7 days to react to 
wind favorable to the upwelling (Figure 8). Maximum 
values of the vertical velocity (~ 8.10

-8
 m.s

-1
) are 

observed at about two weeks before the upwelling onset 
along the entire coastal edge. These upwellings  are  also 

located within a few tens of kilometers of the coastline in 
agreement with the SST anomalies in Figure 7. We also 
note that the upwelling is almost spatially in 
homogeneous, probably due to the configuration of the 
continental slope. 

The horizontal currents show a strengthening two 
weeks before the onset of the upwelling. The 
strengthening  of  the zonal current is more intense to the  
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Figure 8. Averaged temporal evolution of vertical velocity (color) and horizontal current anomalies (arrows) integrated from the 
surface to 50m for an early upwelling year. 

 
 
 
north of the Petite-Côte and is directed offshore in 
accordance with Ekman's theory. Moreover, the 
strengthening of the zonal current coincides with a 
strengthening of the meridional current. The latter is often 
associated with the coastal upwelling jet (Figure 8). It is 
thought that the strengthening and weakening in the 
intensity of the coastal jet are tightly correlated to the 
variation winds which, in turn, trigger early upwelling 
formation. A striking future about the Senegalese 
upwelling is that the region is one of the richest in 
biodiversity and fisheries resources on the planet.  
 

 
Correlation between variables 
 
We calculated the lagged correlations between the 
composite SST index and the composite indices of the 
different variables for an early upwelling year. We clearly 
observed that for an early upwelling year, the SST is 
highly correlated with all variables 8-10 days before the 
onset of the upwelling (Figure 9). The exception is for the 
zonal current where the maximum correlation is observed 
two weeks before the onset of the upwelling. Correlation 
between SST and the costal jet is positive and denotes 
that the coastal jet becomes stronger carrying the colder 
northern waters southward, which participates on the 
early of the upwelling formation (Figure 9).   

 
 
Conclusion 
 
In this study, we were interested in looking at the 
atmospheric  and   oceanic   mechanisms   that  drive the 

onset dates of coastal upwelling in the Petite-Côte which 
is located south of the Senegalese coast. Indeed, the 
region presents a strong interannual variability in terms of 
upwelling onset date, its duration and its intensity. To 
answer to the questions we are interested in, we used 
daily data outputs from the NEMO model in its version 
3.6 and NOAA's OISST sea surface temperature 
observations. The methodology used in this study is 
mainly based on a composite analysis which is a 
statistical method widely used in the scientific community.  

We began by describing the average wind conditions 
(intensity, direction and frequency) in the region. The 
results show that the winds in the Petite-Côte are mainly 
from the North. From North to North-East from October to 
May, the Eastern component disappears in summer in 
favor of the Western component. Winds from the south 
are weak in this area (Figures 3 to 4). The coastal 

upwelling index ( ) and the surface area (  show 

a very marked seasonal cycle. Indeed, our results show 
that upwelling in the Petite-Côte starts on average on 
December 3 and ends on June 13 with intense activity in 
April-May, peaking in mid-May (Figure 5). Moreover, the 
observation of the starting dates of the upwelling shows a 
strong interannual variability (Figure 6).  

To understand this strong interannual variability, we 
performed a composite analysis using the earliness of the 
upwelling onset dates as the basic criterion to isolate 
early and late onset years. From the 26 years of data 
(1990-2015), we were able to isolate 3 early and 3 late 
years from the previously defined criterion (Table 2). 

Our results show that for an early upwelling year, there 
is a strong cooling several days before the onset of 
upwelling.  This  cooling  is  due  to  the  strengthening  of  
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Figure 9. Lagged correlations between SST and the different variables for early upwelling year. 

 
 
 
northeast to north winds favorable to the upwelling. The 
offshore surface current increases as well as the coastal 
upwelling jet which is abnormally intense several days 
before the onset of the upwelling. This strong cooling of 
the SST is also associated with intense vertical velocity 
(up to 8.10

-6
 m.s

-1
).  

Our results show and highlight that the relationship 
between the different variables is complex and deserves 
further analysis. For example, a year can be early in 
terms of upwelling onset date but its duration does not 
reach the climatological mean. On the other hand, 
upwelling onset dates seem to be related, beyond the 
Ekman transport, to the local strengthening of the coastal 
jet. These results must be verified by numerical modeling 
based on sensitivity experiments on the coastal jet. The 
validation of these results, by modeling, will bring a step 
further towards the predictability of the upwelling. The 
latter is necessary because it will allow a better 
management of the resource and will constitute a real 
tool for decision support.   
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The impact of certain unregulated land-use activities harms the quality of water resources and reduces 
the sufficiency of drinking water in many developing countries. This study aimed to capture the impact 
of such activities and evaluate the specific groundwater vulnerability using a modified DRASTIC 
approach. The DRASTIC-LuPa was proposed and implemented for Aba City, Nigeria by incorporating 
land-use and the impact of pumping layers to the “intrinsic” DRASTIC parameters. The results of the 
analysis revealed that the area classified as “low” was 15 and 79.1% as “medium” and 5.9% as “high” 
vulnerability classes for the DRASTIC. Whereas for the DRASTIC-LuPa model 3.2% for “low”, 54.3% for 
“medium”, 41.8% for “high” and 0.7% for “very high” were found. The transitions in the vulnerability 
classes of areas displaying “high” and “very high” found in the DRASTIC-LuPa model represent the 
impact of urban hotspots observed in the area. This result implies that groundwater protection 
measures should be implemented in the area designated with “low” and “medium” vulnerability classes 
and used for abstracting clean water for drinking purposes. The proposed model enhances the 
predictability and guarantees better transferability of the approach in urban settings with similar urban 
trends. 
 
Key words: Drinking water, DRASTIC, groundwater, groundwater vulnerability assessment, Nigeria. 

 
 
INTRODUCTION   
 
Groundwater remains the source of water for about half 
of the world’s population (Kemper, 2004). Studies have 
shown that in developing countries groundwater is used 
mainly for domestic and agricultural purposes 
(Doungmanee, 2016; FAO, 2020). With changing climate, 

rapid economic and population rise observed in these 
countries, the groundwater has been under severe stress 
due to unregulated withdrawals. Again, further reduction 
in access to groundwater has continued due to 
anthropogenic  contaminations  resulting from poor urban  
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implementation. Therefore, it is necessary to develop 
strategies to guarantee the sustainable use of this 
―invisible public good‖. The management of groundwater 
resources can be performed either by planned physical 
monitoring or through computational modelling if 
sufficient data is available (Jang et al., 2017). The 
principle of digital risk management practices suggests 
identifying areas with high vulnerability potentials to 
reduce frequent monitoring and costs. This is because 
sampling and monitoring activities consume a lot of time 
and are expensive to execute over a large area.  

The concept of groundwater vulnerability assessment is 
one of the management approaches that evaluate the 
physical properties of aquifers and ensure the 
sustainable use of the resource. Most vulnerability 
assessment methods bring natural (e.g., hydrogeological 
parameters) and/or human-induced activities that 
deteriorate groundwater qualities together to evaluate the 
contamination risk (Vrba and Zoporozec, 1994). When 
the vulnerability is influenced by only hydrogeological 
factors, it is described as ―intrinsic vulnerability‖. Whereas 
if it is caused by hydrogeological and human-induced 
components, then it is referred to as ―specific vulnerability‖ 
(Frind et al., 2006). The knowledge of the vulnerability 
types helps to plan monitoring activities to protect the 
groundwater quality (Saatsaz et al., 2011; Jang et al., 
2017). 

In different parts of the world, several methods have 
been developed to evaluate the vulnerability of 
groundwater to contamination. The assessment method 
may be objective or subjective depending on the data 
requirement (Sorichetta, 2010). The objective methods 
use numerical data, while the subjective ones employ 
qualitative parameters that influence the hydrological 
complex (UNESCO, 2004; Sorichetta, 2010). The 
suitability of each approach depends on factors such as 
the study objectives, availability of the input data, 
financial budget, as well as, technical competence 
required to execute the method (Jang et al., 2017). Some 
examples of objective methods are process-based 
models such as SWAT, GLEAMS, HSPF, and MODFLOW 
(Jang et al., 2017). These models follow some numerical 
principles and require extended input data to predict 
groundwater vulnerability.  

Again, some statistical methods have been used for 
groundwater vulnerability assessments. These 
assessment methods are objective just like the numerical 
process-based counterparts. Some examples of statistical 
approaches include the Bayesian theorem (Arthur et al., 
2007; Sorichetta, 2010) or log-linear weight of evident 
(WofE) (Massetti et al., 2008; Sorichetta, 2010) and 
logistic regression methods (Mair and El-Kadi, 2013; 
Adiat et al., 2020). 

Most groundwater vulnerability assessment studies in 
developing countries utilize subjective methods. These 
indexed-based methods are most commonly used 
because organizing the data is easier and  the  execution 
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is straightforward compared to the process-based and 
statistical methods. Some examples include the 
DRASTIC (Aller et al., 1987), GOD (Foster, 1987), 
SEEPAGE (Moore and John, 1990), SINTACS (Civita et 
al., 1991), AVI (Van Stempvoort et al., 1993), EPIK 
(Dörfliger and Zwahlen, 1998; Doerfliger et al., 1999), 
COP (Vias et al., 2006), etc.  

The DRASTIC is the most widely applied subjective 
method and will be considered in this study. It has the 
main advantage of predicting precisely degrees of 
vulnerabilities in complex geological features, using 
intrinsic properties of the aquifer. The DRASTIC approach 
has been modified in many studies to improve its 
predictive capability and address specific vulnerability 
issues (Jasem, 2010; Moustafa, 2019; Jhariya et al., 
2019). The modification in the method can be done to 
capture the impact of human activities on the groundwater 
quality. This can be achieved by incorporating additional 
human-induced settings that can influence the 
groundwater quality, besides the DRASTIC parameters 
(Secunda et al., 1998; Ijeh 2013; Amadi et al., 2014; 
Singh et al., 2015; Kumar and Krishna, 2019).  

Most of Global South’s developing urban areas are 
described by increasing population and economic trends. 
Weak institutions, as well as the lack of maintenance and 
expanding existing infrastructures, have led to certain 
unregulated land-use activities and poor environmental 
practices that have been reported by Egboka et al. (1989) 
and Ijioma (2021b). These practices complicate urban 
hydrology (Wakode, 2016), and worsen the quality of the 
groundwater, as well as its management. This study 
aimed to characterize the vulnerability of groundwater in 
such developing urban settings, by enhancing the 
predictability of the DRASTIC approach. The specific 
objectives were (a) to identify appropriate anthropogenic 
layers that influence the hydrologic settings, (b) add 
these layers into the DRASTIC model, (c) evaluate the 
difference between the classical DRASTIC and the 
proposed modified model, as well as (d) recommend the 
applicability and transferability of the proposed method in 
the context of other developing urban settings. 

 
 
MATERIAL AND METHODS  

 
Study area 

 
This study is focused on Aba City, a commercial hub in Abia State, 
southeast Nigeria (Figure 1a and b). The estimated number of 
people living in the area is over one million since the last population 
census of Nigeria was conducted in 2006 (baseline data source 
was obtained from the Department of Health in the local 
government areas making up Aba City). The area covers about 236 
km2 and it is situated in the rainforest agro-ecological zone of 
Nigeria. There are two main climate seasons, the rainy season 
between April and October and the dry between November and 
March, in the area. The average annual temperature is 27.6°C and 
the average annual rainfall between 1980 and 2019 is 2450 
mm/annum. This  amount  of annual rainfall showed that the area is  
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Figure 1. Geographical location of the study area showing map of (a) Nigeria and (b) Abia State, 
(c) land-use distribution in Aba for 2017 and (d) a sketch showing some poor environmental 
practices within Aba City. 
Source: (a) - (c) adopted from Ijioma (2021a), (d) modified from Agharanya and Dim (2018). 



 
 
 
 
ultra-humid. The regional actual evapotranspiration lies between 
800 and 1000 mm/annum (Hayward and Oguntoyinbo, 1987). The 
current water supply system in the area is privately controlled 
(Ijioma, 2021b). This is because the public supply system operated 
by state-owned water boards is dysfunctional in most urban parts of 
Nigeria (Macheve et al., 2015).  Groundwater is obtained from 
private tube wells and it serves as the main source of water for 
domestic, commercial and industrial uses. However, the installation 
of these tube wells is poorly regulated, indiscriminate and takes 
place without licensing. Again, there is no central sewage system to 
manage the residential, municipal and industrial effluents. This has 
led to the use of cesspools, septic systems, and the discharge of 
effluents from both commercial and industrial facilities directly into 
the aquifer. These types of effluent disposal systems form 
alternative groundwater recharge sources that can harm the quality. 
A high chemical and poor bacteriological loading in the densest 
urbanized parts have been reported in Ijioma (2021b). With the 
growing population, economic and urbanization trends come with 
environmental challenges arising from poor handling of municipal 
wastes in the area. The waste management practices are crude 
and ineffective in handling tons of refuse generated. The wastes 
generated are not separated, and collection buckets are 
sporadically seen over-whelmed in different parts of the area 
(Figure 1d) and borrow pits are used as landfills. This type of 
developing urban scenario is not peculiar to Aba City alone, but it is 
common in many developing urban settings. 

 
 
Hydrogeology and lithography of the area 

 
The Benin formation constitutes the parent geology, which is 
composed of the coastal plain sand. The lithological characterization 
in this study was derived from three borehole hydrogeological 
investigations up to the first 100 m depths in different parts of the 
area (Figure 2). The borehole log hydrogeological investigation 
revealed the different layers and textures. The strata are made up 
of medium to coarse to very coarse sand, as well as very fine 
gravels fairly distributed throughout the area. The groundwater 
elevation tables range between 26.3 and 30 m in the tube wells. 
The results imply that the elevation of the water table is deep, and 
groundwater abstraction is facilitated with submersible motor 
(SUMO) pumps in the tube wells for the water supply. The average 
result of the pump test revealed an estimated aquifer yield at 4.5 l/s. 

 
 
Groundwater vulnerability assessment based on the DRASTIC 
concept 

 
The concept of groundwater vulnerability assessment assumes that 
the susceptibility of the aquifer depends on the extent of physical 
protection, which the groundwater gets from the covering layers. 
The DRASTIC method assumes that the contamination of 
groundwater begins at the surface, and it is conveyed by rainwater 
through the unsaturated zone to the groundwater in the saturated 
zone. The acronym DRASTIC represents seven 
hydrometeorological and geological parameters, which include 
depth to the water table [D], net recharge rate [R], aquifer media 
[A], soil media [S], topography [T], the impact of the vadose zone [I] 
and hydraulic conductivity [C]. The method addresses generally two 
sets of potential contamination sources: general and agriculture. 
However, this study deals with the general contamination potential 
since the aquifer in the area is minimally influenced by agricultural 
land use. The evaluation procedure assigns each parameter with a 
weight from 1 to 5. Parameters with higher contamination potentials 
are assigned higher values. Each parameter has a range, which is 
interpreted as the extent to which they can influence the quality of 
the groundwater. These ranges are assigned rating values  from 1  
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to 10. The ranges, rating, and weights for each of the intrinsic 
aquifer parameters were predefined in Aller et al. (1987) for the 
DRASTIC (Table A-1 in Appendix 1). The DRASTIC index [DVI] is 
calculated as the sum of the products of the weight and rating for 
the DRASTIC parameters as expressed in Equation 1.  
 

                                                                   (1) 
 
where j = total number of hydrogeologic settings (parameters) 
considered, i = ith parameter, w = weight assigned to ith parameter, 
r = rating of the ith parameter. 
Equation 1 can be rewritten in a simpler algebra expression as in 
(Equation 2). 
 
DVI = DwDr + RwRr + AwAr + SwSr + TwTr + IwIr + CwCr                               (2)               
 
Equation 2 expresses the intrinsic properties of the aquifer since 
only hydrogeological parameters were considered. To modify the 
expression, the influence of land use [Lu] and the impact of the 
active pumps [Pa] layers were introduced. These mappable layers 
were identified because they can influence the quality of 
groundwater in a poorly regulated environment. The modified 
expression addressed the specific groundwater vulnerability given 
by Equation 3. 
 
DVIm = DVI - RwRr + ([Rm]w [Rm]r + [Lu]w* [Lu]r + [Pa]w* [Pa]r)            (3) 
 
where DVIm = DRASTIC-LuPa. 

For the modified model, the weight, range, and ratings of the land 
use map were adopted from Kumar and Krishna (2019). The 
calculated minimum and maximum indices of the DRASTIC and 
DRASTIC-LuPa models lie between 24 - 220 and 34 - 340, 
respectively. The indices are categorized into five vulnerability 
classes by dividing them equally. The categorization of the classes 
has been summarized in Table 1. Each vulnerability class describes 
the susceptibility of the groundwater to contamination. This means 
the higher the index, the more vulnerable is the groundwater to 
contamination. The indices are dimensionless for both models. 

The high rating suggests that the range make the aquifer more 
vulnerable to contamination. This makes the method less subjective 
and easy to implement with the ratings and ranges already 
predefined and provided for different scenarios. Then, adopting, 
reproducing and transferring the model becomes simple to apply in 
different local situations. 
 
 
Creating thematic/rating maps  
 
The sources and data types used to create the thematic maps for 
the groundwater vulnerability assessment models are summarized 
in Table 2. All the maps produced from vector data were converted 
into raster and the grid sizes resampled equally.  
 
 
Rating maps for the intrinsic properties 
 
The DRASTIC method utilizes intrinsic hydrogeologic properties as 
input data for its assessment. The combined impact of these 
properties contributes to the overall vulnerability of the 
groundwater. The creation of the thematic/rating maps is described 
in the following. 

 
Depth to  the water table [D]: The water-table elevation map of the 

 

(0-1) 
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Figure 2. Hydrogeological investigations showing the lithography of three borehole sites in Aba City. 
Source: Ijioma (2021b). 

 
 
 

Table 1. Vulnerability class designations for the DRASTIC and DRASTIC- LuPa indices. 
 

Designation 
Vulnerability indices 

DRASTIC DRASTIC-LuPa 

Very low 24 - 60 34 - 95 

Low 61 - 120 96 - 157 

Medium 121 - 160 158 - 219 

High 161 - 200 220 - 281 

Very High 201 - 220 282 - 340 

 
 
 
area was created from borehole dippings of selected wells based 
on availability. The data was augmented with records from local 
drillers in the area. The depth to the water table map was obtained 
by subtracting the water-table elevation map from the reference 
elevation map extracted, that is, SRTM DEM for the area (DEM 
resolution ≈ 30 m). The reference DEM served as a standard 
surface above sea level for the water table elevation map correction 
(Adams, 2013).  
 
Net groundwater recharge rate [R]: The net groundwater recharge 
rating map was based on the effective groundwater infiltration rate 
described in Bazimenyera and Zhonghua (2008) and Sorichetta 
(2010). The concept employed the water balance method and 
utilized data from the hydrological parameters (e.g., rainfall, 
evapotranspiration and runoff coefficients). The land-use map 
identified four important classes, which include the built-up, barren-
land, arable-land, and broadleaf vegetated land for this evaluation. 
The net recharge rating for each land-use class was calculated 
according to Equation 4: 
 

 

 

 

 

                                                   (4) 

where Nr = Net infiltration rate; Pa= Average annual rainfall 
(mm/annum); ET = Average annual (upper and lower limits) 
evapotranspiration (mm/annum); Rr = Surface runoff coefficient for 
different ground surface; (1- Rr) = infiltration coefficient. 

The surface run-off coefficients corresponding to the identified 
land use classes were adapted from Jinno et al. (2009) and used to 
calculate the net recharge in each land-use class. Intrinsically, the 
following assumptions were made in the estimation of the net 
recharge rating map. 

 
(1) The rainfall distribution was uniform throughout the area; 
(2) Groundwater recharge is only rainfed and all infiltrated rainwater 
constitute recharge;  
(3) Impervious land surface reduces the net recharge rate, and 
(4) The surface runoff coefficient is inversely proportional to the 
infiltration coefficient. 

 
Aquifer media [A]: The lithographical information of the boreholes 
in Figure 2 was used to characterize the aquifer media in the area. 
The results revealed that the aquifer media consist mostly of 
medium-coarse-grained sand to very fine gravel. The geology of the 
area is  simply  coastal  plain  sand  and  the lithology confirmed the 
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Table 2. Hydrogeological settings and data types used for the groundwater vulnerability assessments (modified from Ijioma, 2021b). 
 

Data output layer Data type  Sources Format 

Depth to the water table Borehole log, SRTM DEM Field measurement, reports from AIRBA*, USGS Earth Explorer (https://earthexplorer.usgs.gov/) Raster 

Net recharge rate Land use map, meteorological data, runoff coefficient   NRCRI meteorological station Umudike, Jinno et al. (2009)  Raster 

Aquifer media Shapefile, borehole lithograph  - Vector 

Soil media Shapefile - Vector 

Topography (Slope) SRTM DEM USGSA Earth explorer (https://earthexplorer.usgs.gov/) Raster 

Impact of vadose  Shapefile, borehole Lithograph - Vector  

Hydraulic conductivity Shapefile, point data pump test data, sieve analysis Adamu et al. (2019); Agharanya and DIM (2018) Vector  

Impact of active pump surface Shapefile, well abstraction rates (point data) - Raster 

Land use map Landsat 8 OLI/TIR imagery   USGSA Earth explorer (https://earthexplorer.usgs.gov/) Raster 
 
 
 

same. It was assumed that the aquifer is the same 
throughout the area and a uniform surface was created in 
this respect.   
 
Soil media [S]: The soil media rating map was derived 
from documented field investigations that have 
characterized the soil in parts of the study area (Adindu et 
al., 2013; Adamu et al., 2019). The USDA classification of 
the soil texture at the sites of these studies revealed that 
the soil predominantly comprises sandy-silty-clay (sandy 
loam) sand type. When the study area was extracted from 
the soil map of Nigeria (ESDAC, 1990) a uniform 
distribution was observed throughout the area. The rating 
was assigned based on the recommendations of Aller et al. 
(1987) in Table A-1. 
 
Topography/Slope [T]: The topography rating map was 
derived from the extracted filled SRTM DEM for the study 
area. The slopes of the filled DEM were generated in the 
GIS platform and distributions were reclassified. The 
outcome of the reclassification followed the 
recommendations of Aller et al. (1987) as described in the 
appendix (Table A-1). 
 

Impact of the vadose zone [I]: The vadose zone is 
defined as the geological overburden above the saturated 
zone. It is part of the geological overburden under the soil, 
but on top of the saturated zone. It determines to what 
extent contaminants attenuation happen before they reach 
the saturated. The lithography information showed that the 
vadose consists of materials mostly sandy clay, as well as 

medium to coarse-grain sand and very fine gravel with silty 
facies in the area. 
 
Hydraulic conductivity [C]: The data used to create the 
rating map was collated from documented field 
experiments. These include laboratory methods - sieve 
analysis (Agharanya and Dim, 2018), pump test (Adamu et 
al., 2019) and analysis of soil texture or grain sizes (Ijioma, 
2021b) conducted at sites in different local government 
areas that make up the study area. 
 
Anthropogenic-based thematic/rating maps 
 
It has been observed that unregulated human activities in 
urban settings of many developing countries harm 
groundwater quality (Ijioma, 2021a). Two additional rating 
maps were identified and integrated into the DRASTIC 
model to enhance the reliability of the vulnerability 
assessment for Aba City. The parameters captured the 
impact of poor land-use practices, which is common in 
many developing countries. The modification incorporates 
both the land-use (Lu) map with a special focus on some 
identified contamination hotspot activities and the impact of 
active pumps (Pa) as part of the rating maps to implement 
the proposed DRASTIC-LuPa model. 
 

Land-use [Lu]: The land use map was derived from the 
Landsat imagery of the area for 2017 using remote sensing 
techniques. The supervised classification approach based 
on the maximum likelihood method was used for the 
characterization as described in Ijioma (2021b). Rasterized 

polygons of the industrial zones were created and joined to 
the land map. One of the major urban land-use activities in 
the built-up parts that can influence groundwater quality is 
the use of septic drains. This is found in most built-up parts 
since the area has no central sewerage system to handle 
the municipal effluent. These two urban features 
characterize important potential contamination sources in 
the land-use rating map that harm the groundwater quality. 
 
Impact of active pumps [Pa]: The active pumps can 
affect the lateral and vertical movements of the 
groundwater within the aquifer and this could harm the 
quality of the groundwater if poor environmental 
management practices prevail around the radius of 
influence of the pump. The impact of the active pump 
rating map was created using extraction data of pumps for 
domestic, industrial and commercial activities within the 
study area. The pump selection was based on availability 
and accessibility since these are not monitoring wells. Data 
for 234 pumps were collected and these pumps were 
categorized into subclasses according to their daily 
withdrawal rates. The impact of the active pump rating map 
was created using the ordinary kriging interpolation of the 
pumps points and their daily withdrawal rates.  
 
 

Implementing the groundwater vulnerability 
assessment models 

 
The implementation of the vulnerability models followed a 
GIS-based   approach.  The   GIS   platform   serves  as   a  
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Figure 3. A schematic illustration showing different thematic layers used in implementing the DRASTIC and 
DRASTIC-LuPa models. 
Source: Modified from Ijioma (2021b). 

 
 
 

database to store and process the thematic/rating maps. Figure 3 
schematically demonstrates the overlaying of the different rating 
maps required for each model. The weights and rates for each 
thematic parameter were appropriately assigned to the different 
raster pixels on the rating maps. The implementations of the models 
were executed with the raster calculator function in the spatial 
analyst toolbox of ArcGIS 10.7 following Equations 2 and 3 for 
DRASTIC and DRASTIC-LuPa respectively. 
 
 

Validating the impact of active pumps on groundwater quality  
 
Eight water quality indicators were used to develop a groundwater 
quality index distribution map (Figure 4a) using the geometric 
weighted sub-index aggregation method. The procedures for the 
water quality index map derivation are described in Ijioma (2021b).  

The map revealed that the groundwater has been contaminated 
with petroleum products and unfit for drinking in the northwestern 
parts. This portion of the area was selected to validate the impact of 
pumping on the hydrogeologic setting since the quality of the 
groundwater in the remaining parts is evenly spread and acceptable 
for drinking. The influence of pumping activities caused a 2-
dimensional flow (that is, lateral and perpendicular) of the 
groundwater and around the pump.  During pumping, a cone of 
depression and zone of influence is formed (Figure 5). The 
empirical estimation of the radius of influence R for an unconfined 
aquifer was done according to Weber (1928) (equation 5).  
 

                                                                               (5) 
 
where R = radius of influence (m), Kf = hydraulic conductivity (m/s), 
ho = piezometric head before the pumping started  (m),  t  =  time  of 

pumping (s), and n = effective porosity (dimensionless ratio 
representing fractional volume).  

Three tube wells were identified in the area where petroleum 
hydrocarbon product contamination has been observed in the 
groundwater (Figure 4c). The time (t) taken for the pumps to fill the 
overhead reservoir (V) and the depth to the water table elevation 
(ho) were measured before pumping.  

 
 
RESULTS AND DISCUSSION 
 
The rating values used to create the thematic maps for 
the DRASTIC and DRASTIC-LuPa models are 
summarized in the Appendix (Table A-2).  The results of 
the rating maps are discussed subsequently. 
 
 
Intrinsic thematic maps 
 
Depth to the water table [D] 
 
The implication of the depth of the water table parameter 
to the overall DRASTIC vulnerability assessment shows 
that the deeper the water table, the lower the chances of 
the groundwater being contaminated or vice versa. The 
result of the derived rating map (Figure 6) showed that 
the rating in the area lies between 1 and 7. The dominant 
rating depth of the water table lies between classes 1 and 
2 in most parts of the study area. Some parts in the 
southwestern corridor were shallower with a rating of 3, 
making this part more vulnerable. 
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Figure 4. Illustration to validate the impact of active pumps on groundwater quality. (a) Quality index 
map distribution and a selected contaminated site in one of the industrial estates where petroleum 
hydrocarbon pipeline was vandalized. (b) Satellite image of the selected boreholes pumps estimating 
their zone of influence from a contamination plume. 
Source: Modified from Ijioma (2021b). 

 
 
 
Net groundwater recharge rate [R] 
 
The net groundwater recharge rate indicates the ease 
with which  contaminants  can  be  transported   vertically 

from the surface to the groundwater. The result of the net 
recharge distribution in the rating maps is summarized in 
Table 3. The DRASTIC approach suggests that the 
higher  the  net  recharge  rate,  the  more   likely   is  that  
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Figure 5. Illustration of cone of depression and a pump’s zone of influence in a 
homogenous aquifer. 
Source: Modified from Fileccia (2015). 

 
 
 

 
 

Figure 6. Depth to the water table rating map [D]. 

 
 
 
contamination at the surface reaches the groundwater 
table faster. The land-use classes influence the ratings in 
the area. The order according to contamination 
susceptibility of the aquifer based on the land-use class is 
as follow: vegetated > arable > built-up > barren land as 
summarized in Table 3. Considering the impact of some 
practices in the built-up parts which contribute to 
groundwater recharge in the area,  the  rating  of  the  net 

recharge map was modified [Rm] to account for these 
practices. The rating map illustrations (Figure 7a and b), 
revealed that groundwater recharge occured mostly 
within the vegetated and arable land classes. This makes 
these parts the most susceptible in the area with ratings 
of 9 and 8 assigned to them in both [R] and [Rm] maps 
respectively. In the [R] map, the barren land and built-up 
were the  least vulnerable parts with ratings  of  3  and  1, 
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Table 3. Summary of results of the water balance equation and net recharge distribution.   
 

Average annual rain (Pa) [mm] 2143 

  

Evapotranspiration (ET) [mm] 
Lower limit (ETl)

1
 Upper limit (ETo)

2
 

800 - 1000 1449.8 

   

Effective rain (P-ET) [mm] 1243 693.2 

Land use  Area ratio Recharge coeff. (1-Rr) [mm] Net recharge  [mm] Rating 

Arable land  0.17 0.9 97.5 - 118.5 6 

Vegetation  0.39 0.85 210.7 - 407.1 9 

Built-up 0.36 0.2 46.3 - 89.5 3 

Barren land  0.09 0.4 22.2 - 42.9 1 
 
1
ETl is the evapotranspiration values from literature based on the regional basin according to Hayward and Oguntoyinbo, (1987) and Ophori 

(2007). The average of the range (900 mm) was used in the calculation.
2
ETo was estimated from the FAO’s ET calculator. It represents the 

reference evapotranspiration.  
 
 
 

 
 

Figure 7. Rating maps of (a) net recharge [R] and (b) modified net recharge [Rm]. 

 
 
 
whereas a rating of 6 was assigned to the built-up class 
in the [Rm] map. This higher rating in the built-up class of 
Rm is because of the harmful impact of some practices 
already observed and reported in the groundwater quality. 
 
 
Aquifer media [A] 
 
The aquifer media describes rock types that store 
groundwater in the saturated zone. The lithology of the 
boreholes in the area suggests that the aquifer media lie 
between medium-grained to very fine gravelly materials. 
Rocks that are porous  and  unconsolidated  have  higher 

capacities to store and transmit groundwater compared to 
consolidated rock materials, making them more 
vulnerable to contamination. These sand types make the 
groundwater moderately prone to contamination because 
of the medium to high aquifer porosity. Therefore, a 
uniform rating of 8 was assigned to the aquifer media 
based on the ranges described in Aller et al. (1987). 
 
 
Soil media [S] 
 
The soil media is the topmost part of the vadose. The 
porosity  of  the  soil  media determines the  extent  of  its  
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Figure 8. Topography rating map [T]. 
Source: Modified from Ijioma (2021b). 

 
 
 
water holding capacity and the ease, with which 
contaminants can be transmitted from the surface to the 
saturated zone. The DRASTIC concept assumes that a 
more porous soil medium is more susceptible to aquifer 
contamination than the less porous ones. This implies 
that soil media with clayey or silty materials have a higher 
water holding capacity. It takes a long time for a surface 
contaminant to be transmitted through it than with soils 
that have sandy textures. Since the soil medium is 
uniform through the area, a single rating of 6 was 
assigned to represent the soil medium. This implies that 
the rate of vertical transmission of rainwater is moderated 
because of the significant clay-silt proportion in the loam 
soil found in the area.  
 
 
Topography/Slope [T] 
 
The topography of the area is described by the slope 
rating map (Figure 8). The DRASTIC concept assumes 
that flat landforms do not encourage storm runoffs. This 
means that surface contamination will have more time to 
percolate through the unsaturated to the saturated zone. 
When compared with a steep or sloppy landform, rapid 
run-off reduces the risk of groundwater contamination but 
heightens the chance of surface water contamination risk. 
The analysis of the results showed that most parts of the 
study area are predominantly flat (Ijioma 2021b). These 
parts have been rated between 9 and 10. The steep 
sloppy parts occurred along the shoulder of the Aba River 
with ratings lying between 1 and 3.  The predominant flat 
areas make the groundwater to be more vulnerable.  

Impact of the vadose zone [I] 
 
The vadose characteristics were assumed to be the 
same throughout the area and a rating of 6 was assigned 
to the rating map. The DRASTIC approach suggests that 
an aquifer overlaid by a silty and clayey vadose zone 
require more time for a surface contaminant to travel 
through the unsaturated zone to the aquifer. In this case, 
there is sufficient time for attenuation in the vadose 
media. The top sandy clay layer in the upper parts of the 
vadose in the area slows down the transfer of rainwater 
and facilitates an extended attenuation time for any 
contaminants in the unsaturated zone. This gives the 
aquifer moderate protection from certain surface 
contaminants.  
 
 
Hydraulic conductivity [C] 
 
The concept of DRASTIC assumes when the conductivity 
is high, there is a higher chance of contaminants 
transmission in the saturated zone. The hydraulic 
conductivity Kf values ranged from 1×10

-3 
to 9.6 × 10

–2
 

m/s, with an average of 1.52 × 10
-3

 m/s have been 
reported in the area. Based on these values a uniform 
rating of 10 was assigned throughout for the rating map. 
The implication of the assigned Kf value means a high 
contamination risk for the aquifer.  

The hydraulic conductivity describes the ease with 
which water moves laterally through the aquifer. The 
transmission of contaminants depends on the porosity of 
the aquifer materials, and it is a function of time.  
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Figure 9. Land-use rating map. 

 
 
 

Table 4. Summary of pump subclasses categorization, average withdrawal, designated and impact rating. 
 

Important urban subclasses  Daily withdrawal (m
3
) Rating Impact designation 

Large scale breweries and manufacturing industries  > 400 10 Extreme 

Medium-scale manufacturing  100 - 400 8 High 

Hotels with swimming pool  100 - 300 8 High 

Water bottling 50 - 100 6 Medium 

Hotels and restaurants  15 - 50 5 Medium 

Pumps on residential blocks 1 - 9 2 Low 
 

Source: Ijioma (2021b). 

 
 
 
Anthropogenic thematic/rating maps  
 
Land-use [Lu]  
 
The ratings for the identified land-use classes follow the 
order: water class (9) > industrial (7) > built-up (6) > 
vegetated (3) > arable (2) > barren land (1) based on the 
2017 map (Figure 9). The surface water and pond areas 
are the most vulnerable parts due to the lack of physical 
protection with a rating of 9. The industrial zones were 
assigned a high rating of 7 because this land use practice 
is a point source. It has been observed that most 
industries commonly use cesspits to drain their effluents 
without prior treatment in the area. The use of septic 
drains and other similarly identified activities form parts of 
the contamination hotspots that harm groundwater in the 
area (Ijioma, 2021b). These practices culminate in the 
high ratings within the impervious  built-up  areas. This  is 

because such urban activities harm the quality both 
chemically and bacteriologically as reported in Ijioma 
(2021a, b). 
 
 
Impact of active pumps [Pa] 
 
The impact of active pumps depends on the daily 
withdrawal rates and the land-use activity for which the 
pump serves. Table 4 summarized some important urban 
sub-classes, of the pumps, average daily withdrawals 
and their corresponding impact ratings. The spatial 
distribution of the 234 pumps and categorization are 
depicted in Figure 10a. Most of the pumps are used for 
domestic and small-scale commercial purposes are rated 
low between 2 and 5. The industrial pumps found in large 
scale manufacturing facilities such as the breweries 
companies have the highest  impact  ratings  (between  8 
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Figure 10. Maps of impact of active pumps distribution (a) showing subclasses of pumps and (b) rating map [Pa]. 
Source: Modified from Ijioma (2021b). 

 
 
 
and 10). Some skewed rating values were observed on 
the kriging map of the active pumps (Figure 10b). Some 
anomalies were identified within the blue elliptical 
shapes, where there are scanty or no pumps because the 
kriging interpolation assigned rating values according to 
the pumps closest to these parts. These values were 
overall high and underscores the predictions of the rating 
map. This is because there are insignificant land-use 
activities taking place in these parts. 
 
 
Comparison of results between DRASTIC and 
DRASTIC-LuPa methods 
 
The results of the DRASTIC and DRASTIC-LuPa 
vulnerability assessments maps are illustrated in Figures 
11a and b, respectively and summarized in Table 5. The 
indices classification of the DRASTIC model revealed 
only three vulnerability classes (low, medium and high) 
and four classes (low, medium, high and very high) for 
the DRASTIC-LuPa. Figure 11a revealed that the area 
designated with ―low‖ vulnerability make up 15%, 79.1% 
for ―medium‖, and 5.9% for ―high‖ vulnerability classes in 
the DRASTIC model. Relating Figure 11a results with the 
land use map, the model suggests that the groundwater 
in most parts of the densely built-up areas is classified as 
―low‖ vulnerability. The vegetated and arable lands in the 
peri-urban parts were classified as ―medium‖ vulnerability. 
The Aba River and some parts in the southwestern 
corridor were designated ―high‖ vulnerability. The lack of 
physical protection over the river makes it highly 
vulnerable.  

In general, the ―medium‖  class  represents, the intrinsic 

baseline vulnerability class in the area. This baseline 
vulnerability class corroborates with the results of the 
DRASTIC studies carried out within the regional basin 
(Ibe et al., 2003; Ijeh, 2013; Edet, 2014; Amadi et al., 
2014; Mgbolu et al., 2019). The analysis of the 
DRASTIC-LuPa model (Figure 11b) showed the following 
designation, 3.2% - ―low‖, 54.3% - ―medium‖, 41.8% - 
―high‖ and 0.7% - ―very high‖ classes of the total area. In 
both models, the ―medium‖ vulnerability class remained 
the predominant category. It was found that appreciable 
changes in the vulnerability classes happened when the 
results of the two models (DRASTIC and DRASTIC-LuPa) 
were compared. The impact of the anthropogenic (that is, 
modified net recharge rate, land-use and impact of active 
pumps) layers were the cause of the spatial transitions in 
the vulnerability classes. The analysis of the comparison 
revealed that the low vulnerability class of the DRASTIC, 
especially in the densely built-up parts was reduced by 
11.8% in the DRASTIC-LuPa. The classified ―medium‖ 
vulnerability parts in the DRASTIC method was reduced 
by 24.8%, however, the ―high‖ and ―very high‖ 
vulnerability classes in the DRASTIC-LuPa increased by 
35.9 and 0.7%, respectively. These transitions represent 
the specific vulnerability in the groundwater in these 
parts. However, part of the transitional effect was drawn 
from the impact of the active pumps rating map as 
identified within the ellipses (Figure 11b). There are little 
or no explainable land-use or physiological differentiation 
in the identified parts that might be responsible for the 
shift in the vulnerability. Therefore, it was found that the 
anomalies in the [Pa] rating map worsen the informative 
values of the DRASTIC-LuPa model for these parts. 

Despite the observed differences  in  both  models,  the  
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Figure 11. The vulnerability assessment maps showing the results of (a) DRASTIC and (b) DRASTIC-LuPa models for 
the area. 

 
 
 
accuracy was not validated. This is because the average 
chemical quality of the groundwater remained within the 
recommended limits in most parts of the area. However, 
some spatial changes were observed in the quality of the 
groundwater especially within the densest urbanized 
parts (Ijioma, 2021a). Yet, most anthropogenic-linked 
indicators in groundwater are within the recommended 
limits for drinking water in the area. Again, the high 
volume of rainwater received in the area has a 
considerable diluting effect on the groundwater, keeping 
the quality indicators in check. As the population continue 
to grow, the harmful impact of land use on the 
groundwater quality will become conspicuous and 
dangerous for human consumption. 
 
 
Sensitivity of the intrinsic parameters in the 
vulnerability map  
 
The result of the DRASTIC method revealed that the 
depth to water table (D) and net recharge rating (R) were 
the most sensitive parameters that influenced the 
differentiation in the outcome of the classical vulnerability 
assessment map. The net recharge rating caused the 
most significant changes due to the anthropogenic impact 
of the urban land use causing low infiltration in parts of 
the dense built-up parts. The urban land use introduced 
surface sealing in the densely built-up parts and barren 
land surrounding the built-up parts. The areas designated 
with ―low‖ groundwater vulnerability class were 
surrounded by the predominant ―medium‖ vulnerability 
class (Figure 11a). Ibe et al. (2003)  in  their  assessment 

of part of the regional basin in Owerri reported that the 
groundwater vulnerability was mostly influenced by 
intrinsic factors such as porosity, the depth to the water 
table, and topography. In addition, the parts designated 
―high‖ vulnerability observed in the southwestern area 
were caused by changes in the depth to the water table 
and this agrees with the findings of Ibe et al. (2003). 
Again, the low reference elevation in some parts of the 
southwestern area makes the groundwater table 
elevation higher and more vulnerable than the other parts 
of the study area. However, the mix in the composition 
and lithographical arrangement of the geological 
materials throughout the study area explained the 
moderate protection in the aquifer and the ―medium‖ 
baseline vulnerability designation on the groundwater. 
 
 
Validating the impact of active pumps on 
groundwater quality 
 
The validation of the accuracy for the impact of pumping 
was based on the premise that a large volume of 
groundwater abstracted exacerbates the quality of the 
groundwater if there is a nearby contamination source. 
The presence of total petroleum hydrocarbon (TPH) in 
the tube wells were determined to demonstrate the 
influence of daily withdrawals on the quality of 
groundwater. Table 6 summarized the results of the 
pumping, the radius of influence estimations and the 
impact on the groundwater quality. The findings revealed 
that pumps with high withdrawal generate a wider radius 
of influence. The  radii  of  influences  of  the pumps were 
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Table 5. Analysis of the spatial distribution of the vulnerability classes in the DRASTIC and DRASTIC-LuPa assessment methods. 
 

Vulnerability 
class 

DRASTIC DRASTIC-LuPa 
Differences in vulnerability (%) 

Area (km
2
) Area (%) Area (km

2
) Area (%) 

Very low 0.0 0 0.0 0 0.0 

Low 35.5 15.0 7.7 3.2 -11.8 

Medium 187.4 79.1 128.7 54.3 -24.8 

High 14.1 5.9 99.0 41.8 35.9 

Very High 0.0 0 1.5 0.7 0.7 

 
 
 

Table 6. Estimation of the pumps’ radii of influence and their impact on the groundwater quality.  
 

Hydraulic property 
Tube-wells 

Remark(s) 
BHT3 BHT5 BHAB 

Storage capacity V (m
3
)  190 380 60 Field measurement  

Time t (s) 42222 84444 13333 Pumping time measured 

Height h (m) 29.1 29.3 29.4 Field measurement 

Radius of influence, R (m) 253 358 143 - 

TPH in water sample (mg/l) 0.5 0.7 ND - 

Pump rate (m
3
/s) 4.5 × 10

-3
 Field measurement  

Hydraulic conductivity Kf (m/s) 1.5 × 10
-3

 Agharanya and Dim (2018) 

Effective porosity [n] 0.26 Agharanya and Dim (2018) 
 

ND = Not detected.  

Source: Modified from Ijioma (2021b). 

 
 
 
arrayed in descending order of magnitude: BHT5 (RT5 = 
358 m), > BH T3 (RT3 = 253 m) > BHAB (RTAB = 143 m). 
The estimated radii are directly proportional to the volume 
of the overhead storage volume for each pump and the 
time required to fill the tanks. The closer a pump’s zone 
of influence to the contamination plum, the easier it is for 
the groundwater to be contaminated. The results 
revealed that BH T5 with the largest storage volume and 
radius of influence has interacted with the petroleum 
product plume. A concentration of TPH = 0.74 mg/l was 
found in the sample of BHT5. This concentration of TPH 
impacts taste and odour on the groundwater because the 
value is above the WHO limits for drinking water quality. 
This was followed by BHT3, with TPH concentration = 0.54 
mg/l in the groundwater sample. Although RT3 did not 
directly interact with the hydrocarbon plume, however, 
there was an intersection between RT3 and RT5. This 
interaction might be responsible for the contamination 
found in the BHT3 sample. However, no TPH 
concentration was detected in the BHAB, because the 
storage tank capacity was not large enough to cause a 
change in the natural flow of the groundwater. This 
demonstration can validate the impact of active pumps on 
the DRASTIC-LuPa model in this part of the study area, 
where contamination has already been observed. The 
transitioning of groundwater vulnerability from ―medium‖ 
to ―high‖ and ―high‖ to ―very high‖ classes were also  seen 

in these parts. However, these vulnerability classes were 
not captured in the DRASTIC model. 
 
 
Conclusion  
 
The vulnerability characterization carried out for the main 
drinking water source in Aba Nigeria, suggests that the 
intrinsic properties of the aquifer provide moderate 
protection to the groundwater.  Based on the DRASTIC 
model, the densely residential and commercial parts 
predicted as having ―low‖ vulnerability were assumed 
because of the artificial surface sealing in these parts. 
This sealing offered extra protection to the aquifer and 
slow down the leaching of potential surface 
contaminants. However, the ―low‖ vulnerability prediction 
within the densest residential parts cannot explain the 
observed gradual deterioration in the groundwater 
quality. Therefore, the assessment of groundwater 
vulnerability within developing urban areas where urban 
land-use and other poor environmental practices, which 
can harm the groundwater should be re-evaluated. The 
DRASTIC-LuPa model was proposed to adapt the impact 
of anthropogenic parameters such as some urban land 
activities and active pumps around contaminated areas 
into the DRASTIC approach. The identified anthropogenic 
layers   account   for   the   observed  transitions    in   the 



 
 
 
 
vulnerability classes, between both models. This 
modification in the DRASTIC approach enhanced the 
predictability of the model especially within the densely 
residential and commercial parts making the DRASTIC-
LuPa model easily transferrable to many developing urban 
areas with similar urbanization patterns as found in Aba 
City. One of the practical implications of the DRASTIC-
LuPa, model is that it identified areas that can be 
protected and used for safe drinking water abstraction in 
the study area. Based on this fact, parts of the area 
classified as ―low‖ to ―medium‖ vulnerability that is not 
affected by the densely urban built-up parts can be 
delineated and protected for source water extraction. As 
part of the study limitations coarse resolutions in some, 
rating maps created some anomalies in form of 
discontinuity or missing pixels observed in models’ 
outcomes. For instance, the DEM and Landsat imagery 
(approximately 30 m) influenced the output of the depth 
to the water table, land-use and net-recharge rating 
maps. A finer resolution of these data can be used when 
implementing the model for a small area coverage as 
Aba. Again, the impact of low data density in parts of the 
impact of active pumps rating map worsen the 
informative values and reliability of the results in parts of 
the modified model. 
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ABBREVIATIONS 
 

AVI, Aquifer vulnerability index; COP, concentration of 
flow, overlaying layer and precipitation; DEM, digital 
elevation model; DRASTIC, depth to the water, net 
recharge rate, aquifer material, soil type, topography, 
impact of vadose and hydraulic conductivity; DRASTIC-
LuPa, depth to the water, net recharge rate, aquifer 
material, soil type, topography, impact of vadose, 
hydraulic conductivity, land-use and impact of active 
pumps; EPIK, Epikarst, protective cover, infiltration 
conditions, Karst network development; GLEAMS, 
groundwater loading effects  of  agricultural  management   
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systems; GOD, groundwater hydraulic confinement, 
aquifer overlaying strata resistivity and depth to the water 
table; HSPF, hydrological simulation program Fortran; 
MODFLOW, MODular groundwater FLOW model; 
SEEPAGE, system for early evaluation of pollution 
potential from agricultural groundwater environments; 
SINTACS, Soggienza-depth to groundwater (S); 
Infiltrazione - effective Infiltration (I); Non saturo -
unsaturated zone attenuation capacity (N), Tipologia 
della copertura - Soil overburden attenuation capacity (T); 
Acquifero - Saturated zone features (A), Conducibilità - 
Hydraulic Conductivity (C), and Superficie topografica - 
Topographic surface slope (S); SRTM, shuttle radar 
topographic mission; SWAT, soil and water analysis tool; 
TPH, total petroleum hydrocarbon; WQI, water quality 
index. 
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APPENDIX  

 

Table A-1. Assigned numerical range, rating and weight for each hydrogeologic 
setting in the DRASTIC model.  
 

Parameter range Rating 

Depth to water table (m)  

0.0-1.5 10 

1.5-4.6 9 

4.6-9.1 7 

9.1-15.2 5 

15.2-22.9 3 

22.9-30.5 2 

>30.5 1 

  

Net recharge rate (mm)  

>254 9 

177.8-254 8 

101.6-177.8 6 

50.8-101.6 3 

0.0-50.8 1 

  

Aquifer media  

Karst limestone 10 

Basalt 9 

Sand and gravel 8 

Massive limestone 6 

Massive sandstone 6 

Bedded sandstone, limestone & shale 6 

Glacial till 5 

Weathered metamorphic/igneous 4 

Metamorphic/Igneous 3 

Massive shale 2 

  

Topography (% rise of the slope)  

0-2 10 

2-6 9 

6-12 5 

12-18 3 

>18 1 

  

Hydraulic conductivity (m/day)  

>86 10 

45-85 8 

30-45 6 

13-30 4 

4.5-13 2 

0-4.5 1 

  

Impact of vadose zone  

Karst limestone 10 

Basalt  9 

Sand and gravel 8 

Metamorphic/Igneous 4 

Sand and Gravel with significant silt and clay 6 
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Table A-1. Contd. 
 

Bedded limestone, sandstone, shale 6 

Sandstone 6 

Limestone 6 

Shale 3 

Silt/Clay 3 

Confining layer 1 

  

Soil media  

Thin or absent  10 

Gravel  10 

Sand  9 

Peat  8 

Shrinking and/or aggregated clay  7 

Sandy loam 6 

Loam  5 

Silty loam  6 

Clay loam  3 

Muck 2 

Nonshrinking and non-aggregated clay 1 

  

Impact of active pump (m
3
)  

>400 10 

100-400 8 

50-100 6 

15-50 5 

0-15 2 

  

Assigned weight  Weight 

Depth to water-table [D] 5 

Net recharge rate [R] 4 

Aquifer media [A] 3 

Soil Media [S] 2 

Topography [T] 1 

Impact of vadose [I] 5 

Hydraulic Conductivity [C] 3 

Impact of pumps [Pa] 5 

Land use [LU] 5 
 

The units of some of the hydrogeologic settings, such as D, R, C and Pa are expressed 
in SI units.  

Source: Aller et al. (1987). 
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Table A-2. Summary of ratings for the DRASTIC and DRASTIC-LuPa 
parameters.  

 

Intrinsic properties Rating 

Depth to water-table (m)  

6.0-9.1 7 

9.2-15.2 5 

15.2-22.9 3 

23.0-30.5 2 

> 30.5 1 
  

Topography (%)  

0-2 10 

3-6 9 

7-12 5 

13-18 3 

>18 1 
  

Net recharge [R] (mm)  

21-43.3 1 

46.9-83.8 3 

112.2-214 6 

138.9-268 9 
  

Impact of vadose  

Sand & gravel with silt 6 
  

Aquifer media  

Sand & gravel 8 
  

Hydraulic conductivity (m/s)  

> 10
-3

 10 
  

Soil media  

Sandy loam 6 
  

Impact of pump (m
3
)  

1-10 2 

11-50 5 

51-100 6 

101- 400 8 

>400 10 
  

Anthropogenic properties  

Land-use map  

Barren land 1 

Arable land 3 

Vegetated 3 

Built-up 6 

Water bodies 9 
  

Net recharge [Rm] (mm)  

21-43.3 6 

46.9-83.8 3 

112.2-214 6 

138.9-268 9 
 

Source: Ijioma (2021b). 
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Industrial development has caused the contamination of the environment, leading to biodiversity loss 
and human health concerns. The use of native plants and/or their associated microbiota is a 
sustainable solution for reducing or transforming contaminants into less harmful forms. This study was 
conducted to evaluate the remedial potential of Uroclhoa mosambincensis in soils contaminated with 
arsenic. In a greenhouse experiment, seedlings of U. mosambincensis were divided into four treatments 
of increasing arsenic concentration. It was found out that in U. mosambicensis, although most 
physiological parameters were affected, in 200 mg.kg

-1 
arsenic trioxide concentration (As2O3) an 

increase in 23.3% of leaf biomass was observed. Chlorophyll A was not significantly affected by the 
presence of arsenic. It was also verified that the increase in arsenic concentration stimulated the 
removal of arsenic from soil to plant tissues at a percentage of 10.8, 27.7 and 30.2 higher in each 
treatment. This indicates the arsenic accumulator character of U. mosambicensis and its potential use 
for remediation of soils contaminated with arsenic. 
 
Key words: Accumulation, arsenic trioxide, metalloid, phytoremediation. 

 
 
INTRODUCTION 
 
The intensification of industrial, agricultural and 
urbanization activities has increased the risk of soil 
pollution by heavy metals (Saxena et al., 2019) and 
metalloids including arsenic (As) (Yan et al., 2020). The 
most common forms of As found in plant tissues and in 
the soil are trivalent (III) and pentavalent (V) As. Trivalent 
As (III) is 60 times more toxic than inorganic pentavalent 
(V) form (Zmozinski, 2014; Abbas et al., 2018; Jinadasa 
and Fowler, 2019).  

The toxicity of trivalent As is  because  it  is  retained  in 

the body through the connection with sulfhydric groups 
(De Carvalho, 2004). In humans, doses between 10 and 
50 μg. l-1 and > 50 μg. l-1 can be lethal (WHO, 2016), 
acting as a neurotoxic agent, and long-term exposure, 
even at low doses, has a carcinogenic effect (Flanagan et 
al., 2012; Khalid et al., 2017; Shahid et al., 2018; Alam et 
al., 2019). Various conventional physical-chemical 
techniques have been used to reduce the availability of 
As in the environment, such as soil washing by high 
pressure, gas extraction from the soil, carbon  adsorption,  

 

*Corresponding author. E-mail: siventura84@gmail.com. 
  

Author(s) agree that this article remain permanently open access under the terms of the Creative Commons Attribution 

License 4.0 International License 

http://creativecommons.org/licenses/by/4.0/deed.en_US
http://creativecommons.org/licenses/by/4.0/deed.en_US


 
 
 
 
chemical oxidation, the electro-osmotic method, the 
thermal method in situ and ex situ, etc. (Wuana and 
Okieimen, 2011; Sharma et al., 2018). However, these 
methods are quite costly and also have undesirable 
effects on the environment (Wuana and Okieimen, 2011). 
Alternatively, phytoremediation, which is the use of plants, 
fungi and associated bacteria, in the recovery of polluted 
soil, water and air (Greipsson, 2011; Sharma and Pandey, 
2014), have proven effective in reducing contaminant 
concentrations (Lambers et al., 2008; Ma et al., 2016) or 
in the transformation of contaminants into forms less 
harmful to living beings, especially in the trophic chain 
(Andrade et al., 2009; Sharma and Pandey, 2014). 

In phytoremediation it is necessary to use plants that 
have certain characteristics, such as good absorption 
capacity, a deep root system, an accelerated growth rate, 
easy harvesting and high tolerance to the contaminant 
(Oliveira et al., 2007). Thus, in the present study, the 
potential of Uroclhoa mosambicensis, which is a grassy 
species abundant in the Beleluane Industrial Park, was 
evaluated to restore As-contaminated soils. 
 
 
MATERIALS AND METHODS 
 
The study was formally authorized by the local authorities. The soil 
and plant material samples were collected at the Beleluane 
Industrial Park, located near the Matola River, at latitude 25° 91361 
and longitude 32° 41940 (Figure 1).  

A transect was done and every 5 m a grid with dimensions of 1 m 
× 1 m was made. Soil was collected at a depth of 30 cm and placed 
in polyethylene bags for further physical-chemical parameters 
analysis and As quantification using the X-ray fluorescence (XRF) 
method (Kodom et al., 2012; Marchand et al., 2016). 

Eighty seedlings of U. mosambinsensis (the most abundant 
species) were collected and grown in a greenhouse.  Polyethylene 
pots containing 1 kg of soil from the sampling site, each one with 
two seedlings, were used and divided into four treatments:  0, 50, 
200 and 800 mg.kg-1 of As2O, following a completely randomized 
arrangement. The plants were acclimatized (watered with tap water) 
for 15 days, after which different amounts of As were added. The 
plants were harvested 35 days after contamination to assess their 
physiological and biochemical response to different concentrations 
of As. The content of As and other chemical elements in soil and 
plant tissues was also determined. 

Different techniques were used to determine the physical and 
chemical parameters of the soil. The calcium (Ca) and magnesium 
(Mg) contents were determined by ammonium acetate and the 
sodium (Na) and potassium (K) contents were determined by the 
flame photometry method (Barnes et al., 1945). Organic matter and 
carbon (C) were determined by the wet combustion method 
(Walkley and Black, 1934). The concentration of nitrogen (N) was 
determined by the method of Kjeldahl (Bremner and Mulvaney, 
1982). The texture was determined by the pipette method (Gee and 
Bauder, 1986). The phosphorus content was determined by the 
method of Olsen et al. (1954) and the particle density by the 
pycnometer method. The cation exchange capacity was determined 
by the method using ammonium acetate and calcium chloride (Raij 
and Küpper, 1966).  

To determine the dry weight of roots and shoots, three plants 
were harvested per treatment and dried at 80°C in the greenhouse 
for 48 h. After drying, the material was weighed on the analytical 
balance. 

The  determination  of  chlorophyll  A  and  B  was  done  using  a 
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spectrophotometer. An amount of 0.1 g of fresh leaves of U. 
mosambicensis was weighed and crushed in 10 ml of 99% ethyl 
alcohol and the material was stored at 17°C for 24 h. 

The extracts were centrifuged for 10 min at room temperature 
and readings were carried out using 99% alcohol as a solvent. 
Wavelengths of 664 and 649 nm were used for chlorophyll A and 
chlorophyll B, respectively, according to the following formulas 
(Lichtenthaler and Buschmann, 2001): 
 
chlorophyll A = 13.36 × A664.1 - 5.19 × A648.6  
chlorophyll B= 27.43 × A648.6 - 8.12 × A664.1  
 
The XRF technique was used to determine the As content; the dry 
plant material was ground in a ball mill until a homogeneous 
powder had been formed, which was read with the aid of a 
computer (Kodom et al., 2012; Marchand et al., 2016; Byers et al., 
2019). 

 
 
Data analysis 

 
The data were analyzed using the STATISTICA version 8.0 
program. The difference between treatments was determined using 
one-way ANOVA at a significance level of 5%. 

 
 
RESULTS AND DISCUSSION 
 
Characteristics of the soil 
 
The chemical characteristics of the soil are shown in 
Table 1. The soil of the industrial area has a sandy texture 
characterized by a higher concentration of calcium and 
ion exchange. Soil texture is one factor among others 
that can affect As mobility and availability (Marquez-
Garcia et al., 2012; Abbas et al., 2018).  

Sandy soils have greater availability of As, due to the 
lower presence of iron and aluminium oxides and 
hydroxides compared to clayey soils (Sheppard, 1992; 
Karimi and Alavi, 2016). 

The As trioxide, which has greater mobility and toxicity, 
was used as a contaminating agent, because this 
compound under anaerobic conditions is most abundant 
and most soluble in relation to pentavalent As. The 
toxicity of As trioxide is 60 times greater than its 
pentavalent form (Abbas et al., 2018) owing to the 
reaction with sulfhydryl groups of enzymes and proteins, 
which causes the inhibition of cellular functions, 
contributing to the death of tissues (Jinadasa and Fowler, 
2019). 
 
 
Effects of different arsenic concentrations on growth 
 
The effect of different arsenic concentrations on the leaf, 
stem, roots and total plant biomass is as shown in Figure 
2A, B, C and D.  In general, it was found that As caused 
reduction of growth parameters in U. mosambinsencis 
when compared with the control treatment, and this 
negative effect was reported  in other studies (Finnegan 
and  Chen,  2012;  Abbas et al., 2018;  Nabi et al., 2021).    
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Figure 1. Location of the Beleluane Industrial Park. 

 
 
 
Despite this general tendency, there was an indication 
that the concentration of 200 mg.kg

-1
 As2O3 was the 

optimum level of arsenic absorption by U. 
mosambinsencis. This idea is supported by the increase 
of the leaf dry weight in 23.3% after  the  addition  of  200 

mg.kg
-1

 As2O3 concentration (p≤ 0.05), suggesting that 
the 200 mg.kg

-1
 As2O3 concentration had a stimulating 

effect on the production of leaf dry weight, as found by 
Sushant and Ghosh (2010) in a study in which the 
increase in  As  concentration increased the leaf biomass  
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Table 1. Physical and chemical characteristics of the soil of Industrial Park. 
 

Physical and chemical characteristics of the soil Value 

Ca 12 

Mg 0.8 

Na 0.10 

K 0.48 

Cationic exchange capacity (meq.kg
-1

) 13.6 

N 0.04 

P 5.73 

C 0.57 

Organic matter 1.12 

Electric conductivity (ms.cm
-1

) 0.209 

pH (KCl) 7.37 

pH (H2O) 8.80 

Sand % 79.54 

Clay % 15.10 

Silt % 5.36 

Structure Sandy 

 
 
 

 
 

Figure 2. Effect of different As concentrations on the leaf, stem, roots and total plant dry weight is presented A, B, C and D. 
Data refer to the average of three replicates ± standard deviation.  

 
 
 
in Allium cepa. Less reduction of root and total dry weight 
was also observed in the concentration when compared 
with the other treatments with arsenic in this study. 
Probably, the arsenic did not affect the root directly but 
interfered with the nutrients  translocation  to  aerial  parts 

as defended by Rehmus et al. (2014) in a study about the 
effect of aluminium on seedling of forests plants, in which 
it was verified that the root biomass increased or was not 
significantly affected while the shoot’s biomass was 
reduced. It was  verified  that  Al  caused  the reduction of  
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Figure 3. Effect of different As concentrations (0.0, 50, 200, 800 mg.kg-1 As2O3) 
on chlorophyll A (A) and chlorophyll B (B) content of Uroclhoa mosambincensis. 
The bars represent the mean of three individual plants ± SD. 

 
 
 
the macronutrient calcium in the shoots. In the present 
study, it was also verified that for some nutrients as 
potassium, calcium, chlorine among other, increase in the 
plant tissues was observed with the increase of  As2O3 
concentration, but it was not possible to verify if the 
nutrients were accumulated in roots or aerial parts of  U. 
mosambicensis. 

The stem biomass decreased 25.2, 32.2 and 57.4%, 
respectively with an increase in As concentration (p≤ 
0.05). A decrease by 34.7, 30.6 and 17.4% was observed 
in root biomass and by 27.6, 16.3 and 35.9% in total plant 
biomass in all As concentrations when compared with 
control treatment. This is in line with Melo et al. (2018), 
who observed a decrease by 63 and 59% in roots, and 
60 and 63% in shoots of Anadenanthera peregrina. But 
an increase of root biomass was also found with the 
increase of arsenic and the opposite behavior in stem 
biomass. These results may be explained by the high 
toxicity of arsenic on the growth of many plants (Várallyay 
et al., 2015; Mawia et al., 2021). The response to the 
presence  of   As    varies    with    the   physical-chemical 

characteristics of the soil, the species of plant and 
different mechanisms of absorption, as well as toxicity 
and detoxifications (Abbas et al., 2018). 

In a study in which several trace elements such as As 
were used in different plants, including Medicado sativa 
and Phaseolus vulgaris, it was demonstrated that the 
biomass was reduced in contaminated soils. Contrary to 
what happens with other trace elements, As is not used 
as a nutrient by plants and its phytotoxic effect is well 
known (Melo et al., 2018). 
 
 
Effect of different concentrations of arsenic on 
chlorophyll content 
 
Figure 3A and B shows that chlorophyll B decreased by 
36.6% in 800 mg.kg

-1
 As2O3 concentration (p<0.05); 

however, chlorophyll A content was not significantly affected 
by the addition of As, indicating that U. mosambincensis 
in the presence of As is able to maintain photosynthetic 
activity, suggesting a tolerance mechanism.  
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Figure 4. Arsenic concentrations in soil (A) and plant tissue (B) of Uroclhoa 
mosambincensis, submitted to different treatments (0.0, 50, 200, 800 mg.kg-1 As2O3). 

 
 
 
The chlorophyll A and B content in 50 mg.kg

-1
 treatments 

was 5.8% higher compared to the control. Several 
studies have shown that the synthesis of photosynthetic 
pigments in different species is influenced in a different 
way by contamination with As (Abbas et al., 2018). In A. 
cepa it was shown that the increase in As concentration 
has a stimulating effect varied by 60 to 113% and by 14.6 
and 59%, on the synthesis of chlorophylls A and B, 
respectively (Sushant and Ghosh, 2010). However, it was 
found that rice plants were sensitive to contamination 
with As, which caused a reduction by 57.3 and 50.2% in 
chlorophyll A and B, respectively (Miteva et al., 2005; 
Rahman et al., 2007). It is suggested that the reduction in 
the average levels of chlorophyll in plants under the effect 
of As is due to the destruction of the structure of 
chloroplasts by the metalloid (Miteva et al., 2005). In this 
study, it was not possible to establish a relation between 
the chlorophyll content and the biomass, except in stem 
dry weight where the increase of As concentration 
reduced the chlorophyll B content and consequently the 
biomass. 
 
 
Arsenic concentration in the soil and in the plant 
 
Figure 4 represents the arsenic accumulation in soil and 
plant tissue after 35 days of experiment. In the control, no 
As concentration was detected in either soil or plant 
tissue; however, from 50 to 800 mg.kg

-1
 As2O3 

concentrations, the As content increased by 10.8, 27.7 
and 30.2%, respectively. This result indicates that with 
the increase in As concentration, the stimulus for the 
plant to remove As from the soil increases, resulting in its 
accumulation in plant tissues, which is a strong indication 
that U. mosambicensis is an accumulator species.  

This fact is also supported by Melo et al. (2009), using 
different As concentrations, they observed an increase of 

As in Ricinus communis and Helianthus annus tissues by 
85.31 and 79.69%, in Oxisol and 32.31% and 26.03% in 
Entisol, respectively. This was also proven by Melo et al. 
(2018), observing an expressive translocation of As was 
observed to the aerial part of the plant Anadenanthera 
peregrina. 

On the other hand, U. mosambicensis can be 
considered an accumulator, since it was found that it 
grows in As-contaminated soils with a concentration of 
800 mg.kg

-1
 As2O3 (Da Silva, 2012), showing no evident 

signs of phytoxicity. This fact is confirmed by Melo et al. 
(2018), indicating that plants growing in contaminated soil 
with a concentration limit of 400 mg.kg

-1 
of As showed 

tolerance. However, other authors consider As 
hyperaccumulating plants as those that are able to 
naturally accumulate more than 1000 mg.kg

-1
 of As in dry 

matter (Ma et al., 2001; Gonzaga et al., 2006, 2008). 
The accumulation capacity found in U.mosambicensis 

is in line with the findings of Zhao et al. (2009), who 
reported that As (III) is as a rule accumulated by 
hyperaccumulative plants. This is probably due to the fact 
that plants have developed different mechanisms to 
circumvent the toxicity caused by this metal, including 
compartmentalization, protein synthesis of As binding 
proteins and synthesis of compatible solutes (Abbas et 
al., 2018). On the other hand, studies carried out on 
Arabidopsis thaliana and Brassica juncea have proven 
that the accumulation of As (III) in the roots and aerial 
parts of plants is coordinated by sulfhydryl groups such 
as glutathione and phytoquelatins. Singh et al. (2006) 
observed that a higher level of ascobarte-glutathione pool 
conferred protection form oxidante in arsenic 
hyperaccumulator P. vittata. 

Table 2 represents the concentration of some elements 
in soil and plant tissue after 35 days of experiment. The 
soil exhibited a high concentration of silicium (Si), iron 
(Fe),  manganese  (Mn)  and  aluminium  (Al)  in  both the  
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Table 2. Macro, micro and other element concentrations in soil and plant tissue of Uroclhoa mosambincensis, under 
different treatments (0.0, 50, 200, 800 mg.kg-1 As2O3 concentration).   
 

Element 

00 mg.kg
-1

 
As2O3 

 50 mg.kg
-1

 
As2O3 

 200 mg.kg
-1

 
As2O3 

 800 mg.kg
-1

 
As2O3 

Soil Plant  Soil Plant  Soil Plant  Soil Plant 

Macro 

  

K 5.475 9.936  5.329 9.101  5.451 6.769  5.865 9.172 

Ca 1.187 4.117  1.7000 4.788  1.19 3.766  1.723 5.469 

S 0 0.785  0.742 0.668  0 0.785  0 0.78 

             

Micro  

Cl 0.53 6.503  0.91 6.164  0.755 4.84  0.554 7.483 

Fe 8.271 3.425  8.905 4.103  8.434 2.704  9.081 5.781 

Mn 0.299 0.18  0.301 0.199  0.319 0.171  0.344 0.257 

Cu 0.061 0.147  0.064 0.121  0.072 0.437  0.167 0.278 

Zn 0.009 0.079  0.011 0.048  0.009 0.08  0.01 0.089 

Br 0 0.038  0 0.043  0 0.028  0 0.042 

Ni 0 0.031  0 0.034  0 0.028  0 0.044 

Si 68.205 5.942  67.489 5.446  68.768 4.572  67 7.78 

Sr 0.024 0.017  0.026 0.018  0.028 0.015  0.032 0.027 

Zr 0.165 0.016  0.142 0.024  0.222 0.024  0.167 0.042 

V 0 0.016  0 0.013  0 0  0 0.046 

Al 14.079 0  12.727 0  12.902 0  13.166 0 

Rb 0.036 0.016  0.037 0.022  0.04 0.011  0.038 0.028 

             

Plastic and others 0 68.392  0 68.452  0 75.016  0 31.234 

 
 
 
control and the As treatments. However, U. 
mosambicensis tissue presented high concentrations of 
plastic and other elements such as potassium (K), 
calcium (Ca), chlorine (Cl), cupper (Cu), bromide (Br) and 
nickel (Ni).  

The difference in the nutrient content between the soil 
and the plant is probably due to the main factors that 
affect the transfer of As from the soil particles to the roots 
of the plants, namely the concentration of As in the soil 
solution, bioavailability, mass flow soil solution, pH 
reduction, the adsorption/desorption ratio and reduction 
of redox potential interaction with other ions, among 
others (Dabrowska et al., 2011).  

It was also observed that the macro K element 
concentration in plants tissue decreased with As 
application when compared with the control. The same 
pattern was observed in soil, with the exception of the 
800 mg.kg

-1
 As2O3 treatment. Similar results were 

obtained in a study with R. communis in which Mn, Fe 
and Cu concentrations decreased with an increase in As, 
probably owing to the stress effect caused by high As 
concentrations (Melo, 2009).  

The microelement concentrations showed a different 
pattern; Fe increased in all As treatments when 
compared with the control. No Ni was detected in soil, but 
it appeared in all As treatments. This phenomenon was 
also observed in a study with the species R. communis, 
in  which  an  increase  in  As   concentration   caused  an 

increase in some nutrients in the plant tissues (Melo, 
2009). The aluminium (Al) was only detected in soil, but 
was not found in plant tissue in all treatments, showing 
the high ionic strength and capacity of this element to 
compete aggressively for access through the root (Taiz 
and Zieger, 2014). 
 
 

Conclusion 
 

U. mosambicensis has proven to have the potential to 
grow in soils contaminated with As. The leaf biomass was 
23.3% higher in the 200 mg.kg

-1
 As2O3 concentration. The 

stem biomass decreased with an increase in As 
concentration. A decrease of 34.7, 30.6 and 17.4% in 
root biomass and a decrease of 27.6, 16.3 and 35.9% in 
total plant biomass in all 50, 200, and 800 mg.kg

-1
 As2O3 

concentrations were observed. The chlorophyll A content 
was not affected by different As concentrations. As 
accumulation was found in plant tissues at a percentage 
of 10.8, 27.7 and 30.2 higher than in soil in all treatments, 
suggesting U. mosambicensis as an As accumulator and 
its potential use for remediation of soils contaminated 
with As. 
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The management of solid waste is recognised as a challenging activity with respect to the environment, 
particularly within rapidly growing urban centres in Lower Income Countries. This paper examines the 
issue of landfill-waste-generated fires and resultant pollution plumes sourced within the Chunga Landfill 
Site, Lusaka, Zambia. The authors present the results of a geospatial analysis research programme to 
map and assess risks posed by landfill combustion. The project identified fires and their plumes in the 
period 2013 to 2019. Pollution plumes are predominantly oriented East to West but also form plumes 
blowing towards the South West and North West. The area impacted by landfill plumes increased from 
34 ha in 2013 to 133 ha in 2019. There is significant existential and potential human-exposure to these 
plumes. An estimated 5000 residents live within the areas affected by landfill-combustion-plumes. The 
authors suggest the following framework for landfill management to be adopted: (1) for waste to be 
increasingly sorted and segregated with different disposal options developed for different types of 
waste; ( 2) for methane and gas evacuation pipes to be inserted into the Chunga Site in a systematic 
rectilinear manner which allows for its safe dispersal: alternately collect the gases as usable biogas; (3) 
rapid extinguishing of any fires; (4) weekly monitoring of the landfill site by UAV and on-the- ground 
inspections; (5) active weekly monitoring of air quality; (6) develop a communication strategy that aims 
to engage local residents and other stakeholders concerning Chunga Landfill waste management; (7) 
the further drafting of medium-long term waste management policy in Lusaka that takes account of the 
rapid population growth and increasing landfill requirements. 
 
Key words: Landfill fires, smoke plume, photogrammetry, geospatial mapping, disaster, risk management. 

 
 
INTRODUCTION 
 
This paper documents and analyzes photogrammetric, 
environmental management, and waste management 
research,  focused   on   Chunga   Landfill    Site,   Lusaka, 

Zambia. Whilst this paper reports on a case study, the 
research has international relevance, particularly for 
Lower to Middle Income countries. Here the authors focus  
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on the issue of landfill combustion with resultant fires and 
pollutant plumes containing potentially harmful substances 
(PHS). This work has revealed the existence of burning 
waste at Chunga from at least 2013 to the present day. 
Remote sensing analysis demonstrates that the Chunga 
Landfill Site experiences multi-centred landfill fires that 
persist for significant time periods. 

Landfill- generated plumes are transported via the 
predominant winds present within the Chunga locality, 
with a real and potential impact on a significant population 
as the plumes travel down-wind. This research has not 
focused on the human population, in terms of health 
studies, but rather the objective is to study landfill fires by 
mapping the plumes created by these fires, highlight the 
areas impacted by fire-plumes and assess the 
environmental impact of the plumes. 

This paper describes the purpose, methodologies and 
results from the Chunga Landfill Fires research and sets 
the issue in context with the challenge of generic waste 
management within Lusaka, and the wider world. 

Waste management is a global challenge. The world 
production of solid waste has grown from 1 million to 7 
million tonnes per day from 1950 to 2020, with an 
estimated peak of 12 million tonnes per day by 2100 
(Hoornweg, 2013). Africa has been identified as a key 
region for improvement in solid waste management 
practices given the rapid rate of population growth and 
urbanization (Hoornweg et al., 2013). 

Lusaka is an example of a rapidly growing African city 
with a population change of 934, 000 in 1996 to 2, 647, 
000 in 2019 (PopulationStats, 2020). Management of 
higher volumes of solid waste associated with rising 
populations and increasingly urbanised populations is one 
of the higher magnitude environmental challenges of the 

21st century. 
Low income countries are positioned to see the highest 

net percentage increase of urban dwellers over the next 
50 years.The population of Lusaka was estimated at 
2,647,000 in 2019, growing to 5,143,000 by 2034 
(PopulationStats, 2020). Increased urbanisation is mainly 
caused by inward-migration from rural areas, and 
consequent increasing levels of consumption, have been 
the main drivers of increased waste production in the city 
over the last two decades. In 1996, when Lusaka‟s urban 
population was at 934, 000, waste production was 
estimated at 220,000 tonnes per year. This figure 
increased to 530, 000 tonnes per year in 2011, when the 
urban population was c. 1.8 million (Edema et al., 2012). 

Lusaka developed its first purpose- built waste 
management landfill disposal site at Chunga, North West 
of Lusaka city in 2007 as part of its solid waste 
management strategy (Table 1). Of the total waste 
produced in Lusaka, it is estimated that c. 40% is 
collected and deposited at Lusaka‟s largest landfill site 
(Luke, 2017). A report by the Zambia Environmental 
management Agency (ZEMA) has estimated that 
between 2016 and 2018, an average of 29% of waste was 

 
 
 
 
collected and deposited at the landfill with an estimated 
1000 tons of waste produced a day (ZEMA, 2019). 

Landfill fires are a consequence of the spontaneous 
combustion of methanogenic landfill deposit material 
(e.g., rotting organic waste) and occur both within the 
surface regions and within the main body of landfill 
deposits. Landfill fires may produce a wide range of 
potentially harmful substances (PHS) through the burning 
of chemicals, plastics, and other waste materials. A study 
by (Weichenthal et al., 2015), on the impact of landfill 
fires on ambient air quality, discovered that there was a 
concomitant increase in PHS such as benzene and 
dioxins/furans. These toxic substances are a health risk to 
a range of  vulnerable populations including Landfill Site 
workers, and residents living close to Landfill sites, as 
well as contaminating the surrounding environment and 
biosphere. According to (Lohmann and Jones, 1998), 
“Polychlorinated dibenzo-p-dioxins and -furans (PCDD/Fs) 
are two groups of persistent, semi-volatile and 
toxicologically significant trace organic contaminants 
present in Landfill fire products.” Whilst no studies to date 
have definitively identified these PHS species at Chunga, 
their presence is suspected, as there are parallels 
between fires at Chunga and other, better-studied landfill 
fire zones, with respect to the character of stored waste 
and the fires themselves. The uncontrolled combustion of 
waste containing PHS results in widespread 
environmental pollution including depositing materials 
within the soil and deeper geological environments, 
surface and ground waters, and ingestion by humans, 
animals and plants (Zhang et al., 2015). 

Landfill fires can be classified from a number of 
analytical viewpoints, according to cause, source, 
magnitude, and so on. This paper uses a classification 
system based on how easily fires can be extinguished 
(Jurbin, 2003): 
 
1) Level one -small easily extinguished garbage fires. 
2) Level two -fires that occur on the face of the landfill, on 
the side where garbage is being actively dumped. 
3) Level three - fires are more serious and may take up to 
a week to extinguish. 
4) Level four - fires cover an area of at least one hectare 
and take more than a week to extinguish (Jurbin, 2003). 
The biological decomposition of waste through aerobic or 
anaerobic processes, produce exothermic reactions 
yielding extraneous heat for the surrounding environment. 
Landfills can produce average internal temperatures of 

60 to 71ºC (Stearns and Petoyan, 1984).  
Through the process of pyrolysis, these exothermic 

reactions change from biological to chemical transferring 
heat to the surrounding areas through conduction and/or 
convection of entrenched fluids within the landfill deposit, 
and radiation within the immediate vicinity (Jurbin, 2003; 
Stearns and Petoyan, 1984). Poorly designed and 
managed Landfill Sites that lack an effective surface cap 
or seal  allow  the  flow  of  oxygen into the Landfill deposit 
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Table 1. Types of waste dumped at The Lusaka city dump site (Chunga Landfill) showing the various types of waste that is dumped 
at the site, excluding hazardous industrial waste (Chishiba, 2002). 
 

Type of waste Composition 

Industrial waste 
This comprises waste from construction and demolition processes 
while also including light industrial waste such as, clothes, ash, and 
polythene. This type of waste does NOT include hazardous wastes. 

Green waste Waste from road maintenance, mainly vegetation and wood. 

Packaging waste This includes plastics, cardboard, and aluminium foil. 

Commercial/ Trade waste 
This includes waste from trading institutions such as, shops, offices, 
hotels, restaurants, and garages. The waste comes in the form of 
packaging material, paper, and automotive parts. 

Household and Institutional waste 
Waste from households and institutions such as hospitals, schools, 
prisons etc. 

 
 
 

subsurface, and are consequently placed at higher risk 
levels with respect to landfill combustion. Sub-surface 
fires are more difficult to extinguish than surface fires, 
usually because they are harder to detect, and get to 
directly, (Øygard et al., 2005), also suggest that sub-
surface fires cause fractures and crevices to form within 
the landfill structure, which affects the structural integrity 
of the landfill deposit and can become a factor in landfill 
collapse. 
 
 
MATERIALS AND METHODS 
 
Research site location 
 

The Chunga Landfill Site is located at Latitude 15o20‟57.55” South, 

Longitude 28o16‟04.92” East, at an elevation of 1215m 
(GoogleEarthPro, 2019). The site covers an area of 24.53 ha and 
has a fenced perimeter of 2.15km. The Chunga Landfill Site is built 
upon bedrock geology of metamorphic schists and carbonates with 
overlying clay-sand-gravel rich loam soils. The presence of large 
areas of karstic substrate under Lusaka is noted which could allow 
for the ingress of pollutant fluids from Landfill Sites such as Chunga 
(Figure 1). 
 
 
Types of waste present at Chunga Landfill 
 
Climatic characteristics of study site 
 
The climatic conditions at Chunga landfill are characteristic of 
regions located in central Africa. The periods of rain in Zambia 
occur between November and March annually: however, changes in 
climate conditions have resulted in extreme weather conditions such 
as droughts and floods. The highest temperatures are reported in 
October, averaging24.7ºC. In July, when the study was conducted, 
average temperatures were recorded at 16ºC. July to September is 
dry and windy with Easterly winds being predominant.  
 
 
Data acquisition 
 
Equipment 
 
One of the core activities of the Chunga Landfill Research project 
was the surveying and subsequent  production  of  a  3-dimensional 

photogrammetric model of the Chunga Landfill Site itself. The 
following equipment was used for this survey: a DJI Phantom 4 
(Figure 2), Unmanned Aerial Vehicle (UAV) or Drone was used to 

acquire 966 images on the 27th of June 2019, flown at a height of 
70m. This UAV has a 12.4 mega pixel (MP) camera and 60 mega 
bit per second (mbps) facility for video acquisition and covers a 
range of 6000 m which adequately covered the research area, that 
has a perimeter of 2, 142 m. The Phantom 4 has a flight time of 25 
to 30 min on a fully charged battery. Two additional batteries were 
used to extend the flight time and ensure full data coverage was 
collected in one session. The phantom 4 is equipped with a global 
positioning system (GPS) and Global Navigation Satellite System 
(GLONASS), providing real time position of images acquired. 
 
 
GNSS receivers (EMLID Base and Rover) 
 
As a back up to GPS information recorded by the UAV, two Global 
Navigation Satellite System (GNSS) receivers were used to record 
Ground Control Points (GCP) that would improve the absolute 
position of the landfill if needed. One receiver acted as a Base 
station (Figure 3) and the second as a rover station. The base 
station remained in one place and sent corrections to the moving 
rover. The two GNSS receivers utilized a technique known as Real 
Time Kinematic (RTK) to achieve centimetre accuracy (Volodina, 
2020). 
 
 

Data processing 
 
Digital surface model (DSM) processing 
 
The georeferenced drone images were processed using the 
photogrammetry software Capture Reality (S.R.O, 2019) to create a 
Digital Surface Model (DSM). A digital surface model represents 
the surface elevation of the terrain and includes structures such as 
buildings and trees, implying that each pixel in the DSM has an 
elevation “Z” value that is representative of the elevation above 
bare earth. The analysis of this data type was done by importing the 

DSM into the GIS program, (EsriTM, 2019) ArcMap 10.5.1, for 
further analysis as it cannot be processed in programs such as 
Google Earth (Wampler et al., 2013). 
 
 

Fire-plume mapping 
 

Google satellite images were obtained between 2007 to 2019. These 
sequential  series  of   time   images   allowed  the  study   of   plume 
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Figure 1. Geographical location of research site, Chunga Landfill, in Southern Africa, Lusaka Zambia, located north 
west of the Lusaka City is the only engineered Landfill in the city (Esri. OpenStreetMap Basemap data © 
OpenStreetMap contributors, 2021). 

 
 
 

 
 

Figure 2. Phantom 4 (UAV) used for image acquisition at Chunga landfill. 
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Figure 3. An EMLID Rover is held in place to collect GCP at Chunga Landfill. 

 
 
 
locations over time to be undertaken. The plumes were mapped 
and georeferenced. Maps were produced by creating KML polygons 
around identified fire-plumes. KML is a file format that is used in an 
Earth Browser such as Google Earth to display geographic data. 
Polygon shapes were converted to raster polygons, in ArcMap, and 
stacked using the cell statistics tool, that added each raster layer on 
top of the other, to create a fire-plume density map (Figure 6). 
 
 
Fire-Plume area calculations 
 
A plot of the average area covered by fire-plumes for the years, 2007 
to 2019, was created (although fires have only been observed in 
images from 2013 and later), based on the methods described 
above. The area affected by fire-plumes was determined by visual 
observation and measurement, using the measurement tools in 
Google Earth Pro. The plot shown in (Figure 8) is the result of the 
examination of 39 images over the 12-year period. Nineteen images 
did not contain fire-plumes. 

 
 
RESULTS 
 
Digital Surface Model (DSM) 
 
The Chunga Landfill site is shown as a digital surface 
model (DSM) in Figure 4. The general geomorphology 
can be expressed as two main ridges with a valley 
between them. The eastern lobate ridge is the largest 
and most extensive with a maximum height of c. 1200m, 
and measures some 320m NNW-SSE by 200m east-west. 
The western „ridge‟ is more nebulous in form with higher 
areas to the north and southwest. A valley-oriented NNW-
SSE separates and drains the two key ridges. In  the  NW 

there is a drainage lake, which our research shows does 
not retain all draining waters from the Landfill site. Overall, 
the site is higher in the southwest and eastern region and 
gradually reduces in elevation towards the northwest. 
This has been designed for drainage of waters towards 
the drainage lake in the NW of the site. The digital 
surface model is displayed in Figure 4, with a colour 
gradient as the topography key. Highest elevations are 
shown in a brick red colour, with a gradual reduction in 
colour intensity corresponding to lower elevations. The 
colour blue represents the lowest topographic regions. 
The DSM not only allows for analysis of structural 
elevation but also presents accurate geographical 
location of the landfill site. 
 
 

Fire sources 
 

The research shows that fires at the landfill are mainly 
visible on the waste heaps to the North (A), North East 
(B) and North West (C) of the landfill (Figure 5). The Map 
shows the fires as red borders and the landfill Digital 
Surface Model (DSM) with the higher elevations 
appearing as red while lower evelations appear blue to 
violet. These regions have been mapped to show the 
main sources that is, combustion of waste mainly at the 
surface and shallow depth levels. From the DSM we 
observe that the fires are mainly located on the waste 
heaps North (A) and North east (B), with a high and lower 
elevation respectively. 

Waste to the North West (C) is also seen as a source of 
fires  yet  not  the  main  source  of  plumes. Imagery from  
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Figure 4. Chunga Landfill Digital Surface Model (DSM) showing the general shape and form of the site and changes 
in elevation based on waste heap elevations and landfill topology. Note the prominent balloon-shaped brick-red 
coloured ridge on the eastern side and more nebulous ridges on the western side. A broad NNW-SSE trending 
valley drains much of the landfill. The lowest elevation is in the NW of the site and contains a lake appearing as a 
deeper blue colour in NW corner (Esri, 2021). 

 
 
 
satellite images using Google Earth (GoogleEarthPro, 
2019), from 2013 to 2019, were used to record the 
location and temporal variation in landfill combustion. The 
fires are interpreted to be level two and level three fires, 
based on their relative longevity, difficulty to extinguish, 
and location within the landfill structure. The research 
also shows that waste heap (A) is the oldest of the fire 
groupings, followed by waste heap (B) and (C). Figure 5 
show that waste heaps (A) and (B) are the major fire 
sources resulting in plume smoke. 
 
 
Plume mapping 
 
Figure 6 displays the geographical extent of the mapped 
fire-plumes. The bright colours show the highest density 
of overlapping fire-plume trajectories (between 9 and 14 
individual plumes are present within brighter yellow to red 
regions). 

Light green to yellow regions corresponds to 6-9 fire-
plume trajectories and green regions 2-4 trajectories. Dark 
green colour indicates the lowest density of fire-plumes 
and map and the maximum-peripheral extent of Chunga 
fire-plumes. 

Figure 6 also show that the Chunga fire-plumes can 
cover three main areas: 1) the Chunga Land Fill site 
itself; 2) the open ground to the west of the Chunga 
Landfill Site and 3) a large area of residential properties 
located around the edges of the open ground area. At 
least 800 to 1000 individual houses have been estimated 
to be affected by plumes using the software. 

The households are primarily to the North West, west 
and southwest of the landfill site. Those households 
immediately west of the plumes are the most exposed to 
most plumes with those south and north of the plume trail 
suffering a lesser but significant level of exposure to 
plume pollution. The map shows households that are 
exposed to different densities of plume activity (1 - 2 
plume events (dark green), and 2 – 4 plume events (green 
to light green). An aerial image of plumes from the landfill 
as captured by the Unmanned Aerial Vehicle (UAV) 
shows thick plumes from multiple focal points being 
carried by Easterly winds (Figure 7). 
 
 
Average plume area 
 
Between  2013  and  2015 there was an increase in plume  
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Figure 5.  A map of Chunga Landfill showing regions where fires have been identified to burn resulting in 
plume smoke from 2013 to 2019. 

 
 
 

 
 

Figure 6. A Map of Households Under risk of plume from Chunga Landfill as evidenced by communities 
under plume layers to the west and south west of the landfill. This map is based on visual observation 
of plume and also maps plume density. The Map Legend shows plume cover from 2013 to 2019 (Esri. 
OpenStreetMap Basemap data © OpenStreetMap contributors, 2021). 
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Figure 7. Smoke Plumes from subsurface fires at Chunga landfill resulting from multiple fire focal points across the 
landfill. The Plume blows primarily west to south west affecting residents of surrounding communities (Aerial Image 
taken at the landfill site). 

 
 
 
activity with an average area cover of 41 ha. There was a 
noticeable drop in plume coverage between 2015 and 
2017, with a drastic increase in plume area between 
2017 and 2019. The area covered by plumes increased to 
110 ha in 2018, and increased further in 2019 to the 
highest observed plume cover of 133 ha. Results show 
that 2013 was the first year we can detect in which smoke 
plume at the landfill became visible on satellite images 
and the area covered progressively increased until 2015 
when it decreased but as still present. The increased 
extent of plume coverage in 2018 and 2019 is observed 
to reach residential properties within the surrounding 
communities. Figure 8 show that fire plumes were not 
observed from the data prior to 2013 and have recently 
increased since 2017. 
 
 
DISCUSSION 
 
Fires at the Chunga landfill have been a cause for concern 
due to their continuous presence over a significant time 
period the contents of the waste plumes, and the 
distribution of plumes  resulting  from  these  flames. The 

cause of these fires is mainly attributed to production of 
methane and other flammable gases from organic waste 
(Luke, 2017), resulting in plumes that are observed to 
travel primarily Westwards and South-Westwards from 
the Chunga site, driven by predominant Easterly winds 
throughout the year. The analysis of plume data 
generated from primary research and Google Earth image 
analysis from 2007 to 2019, and resulting data were used 
to construct a plume density and direction map (Figure 6). 
Each plume polygon was examined to interpret which 
areas produced the highest-lowest density and most 
frequent plume trajectories over the 13 years of analysis. 
The region directly west of the landfill has the highest 
impact with 9 to 14 cumulative polygon segments. It is 
evident from Figure 6 that the dominant plume direction is 
just south of west (c. 260º using the metric scale of 
geographical compass orientation) but varies between 
SW and just north of west (215º to 280º). These 
directions result from predominantly easterly winds, 
measured to move at an average speed of 4.5m/s (Fant et 
al., 2016). The Lusaka/Zambian Meteorological Office 
produce data of wind directions for Lusaka and these 
indicate     predominant    Easterly    winds,   with    weaker  
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Figure 8. The plot of the average smoke plume area resulting from Chunga landfill between 2007 and 
2019, showing the first satellite images of plume in 2013 with an average area of 13 (Ha). 

 
 
 
southerly and northerly winds blowing during January-
March, in addition to the easterly winds (Meteoblue, 
2019). This suggests that the footprint of plumes could be 
more extensive with plumes extending north-south during 
certain seasons. Our research, however, did not capture 
north-south plume directions. The contaminant plumes 
directly affect people at the landfill site, including staff, 
visitors, and waste pickers. Many other plumes may not 
have been recorded via the Google photographs, and it 
has also been theorized that with distal distance from the 
fire source the plumes will decrease in density, and 
become less visible to satellite images. Estimates from 
visible plumes are at the lower end of the likely number of 
residents impacted by the plumes. However, even if only 
800 to 1000 households are directly impacted by fire-
plumes, this indicates that a population of c. 4000 -5000 
Lusaka residents is at risk to PHS derived from Chunga 
Land Fill Site Fire- Plumes, using the figure of c. 5 people 
per household in Lusaka (Zamstats, 2015). This 
represents a significant public health exposure hazard for 
the households that are observed under the plume layers 
created by the landfill fires.  Plumes are most dense at 
proximal locations, and least dense at distal locations. 

Residential structures, as far away as 3 km west of the 
waste site are affected by a single distal plume layer, 
including a primary school to the south west, Namando 
Primary school (Figure 6). Houses within 1-2 km west of 
Chunga are particularly impacted by denser plumes. The 
plume primarily affects the residents of the low cost, high 
density Chunga and Lilanda settlements. The effect on 
public health could be significant,  although  no  studies  of 

impacts have been undertaken. Due to the non-
segregation of waste at the Chunga Landfill site, 
materials that will burn probably include: plastic; cloth; 
wood; rubber; organic materials; domestic waste; industrial 
waste; and possibly even chemicals. A wide range of 
potentially harmful substances that can have an impact on 
human respiratory systems are present, in addition to 
potential longer-term medical impacts resulting from the 
ingestion of heavy metals, organic compounds, and a 
range of gases. Pollutants could include: benzene; 
furans/ dioxins; and a range of solid particulate matter in 
suspension (PM2.5) (Weichenthal et al., 2015). Research 
by (Weichenthal et al., 2015), found increased 
concentrations of dioxins/furans and benzene in the 
atmosphere caused by landfill fires produced at a landfill 
in Iqaluit Canada. The presence of NO2, (Nitrogen 
dioxide) O3, (Ozone) and PM2.5. 

(Particulate matter of diameter < 2.5 micrometre) was 
detected. Similar research by (Toro and Morales, 2018), 
observed an increased PM2.5 concentration of 200μg 
m−3 after 3 days of monitoring a landfill fire at the Santa 
Mata landfill in Chile. These toxins pose a health risk to 
vulnerable populations particularly children, pregnant 
women, the elderly, and/or individuals with pre-existing 
chronic respiratory conditions (Krzyzanowski and Cohen, 
2008). 

For Low Income Countries like Zambia, many individuals 
from the aforementioned vulnerable populations earn a 
living from the landfill as waste pickers. Waste pickers 
earn a living by picking “valuable” and unrecycled waste 
such as plastic and  metals, which they resell to recycling 
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companies. However, for recyclable materials to effectively 
reach recycling stations, stake holders such as the 
Lusaka City Council should upscale efforts to encourage 
the separation of waste before it reaches the landfill.  

This research has implications for policy and 
management related to landfill sites not only at Chunga, 
but by extrapolation to other landfill sites in Lusaka and 
elsewhere. The authors suggest the following framework 
for landfill management be adopted: 1) for waste to be 
increasingly sorted and segregated with different disposal 
options developed for different types of  waste. At the 
very least the more combustible, and organic waste 
elements should be separated and perhaps composted 
rather than disposed amongst other waste types. 2)  For 
methane and gas evacuation pipes to be inserted into the 
Chunga Site in a systematic rectilinear manner to be 
disposed of in a different manner to other waste types. 
Alternately these biogases can be collected and used for 
energy purposes, whilst at the same time reducing 
contributions to atmospheric greenhouse gases; 3) rapid 
extinguishing of any fires be that remain following better 
waste sorting to be undertaken; 4) weekly monitoring of 
the landfill site by UAV and on-the-ground inspections to 
be undertaken; 5) active weekly monitoring of air quality 
and specific analysis of pollutant species to be undertaken 
by the Lusaka City Council; 6) the design of a 
communication strategy that aims to engage in more 
proactive communication and consultations with local 
residents and other stakeholders in waste management 
at Chunga; 7) the further drafting of medium-long term 
waste management policy in Lusaka that takes account 
of the rapid growth in urbanisation and resultant waste 
production. 

Extinguishing of landfill fires that cause massive plume 
smoke reduces the risk of respiratory complications in the 
communities particularly west, south west and North West 
of the landfill. The authors encourage Landfill Operators 
put into practice an action framework that effectively 
deals with landfill fires. It is therefore recommended to 
improve Landfill Gas Collection to prevent methane 
release. Methane collected could be used for energy 
production as demonstrated by Sweden and other 
Developed and Developing Nations (Finnveden et al, 
2007). This has the added advantage of limiting 
additional greenhouse gas contributions to the 
atmosphere. 

Weekly monitoring is recommended at Chunga landfill 
using photogrammetry. This would allow the assessment 
of waste heap slopes, volume, Landfill Fires, smoke 
plume resulting from fires, and the drainage status. 
Photogrammetry is cost effective and presents an 
opportunity for managers to continuously monitor the 
status, public and environmental impact of Chunga 
Landfill. They acknowledge that any temporal trends are 
based on a limited amount of data. The authors‟ results 
demonstrate that there is a significant fire-plume issue 
relating to the Chunga Landfill site, that this hazard varies 
in intensity, and there is a suggestion that it  will  become 

 
 
 
 
an increasingly important issue as more material is 
deposited within the Landfill Site. 

Future research is needed to understand the impact so 
far that Chunga landfill has had on soil, air and ground 
water quality as these aspects are directly related to 
public health. 

Zambia‟s population is pegged to double over the next 
decade and hence the need to focus on research into 
reduced pollution from Landfill waste to improved soil 
quality for agriculture, clean drinking water and improved 
air quality for susceptible communities. 
 
 

Conclusion 
 
The immediate and most visible risk to the environment 
and surrounding communities comes from constant 
smoke plume resulting from landfill fires first recorded in 
2013. Results show that between 2013 and 2019, the 
area covered by smoke plume has increased from an 
average of 34 ha to 143 ha, respectively. Smoke plume is 
observed to be carried south west, west and North West 
of the landfill by primarily easterly winds throughout the 
year. The landfill is surrounded by high densities 
communities. The western direction in which plume is 
carried, at an average speed of 4.5 (m/s), puts these 
communities in the west, north west and south west are 
most at risk. The dry season in Lusaka lasts between 
May to October and therefore, this time of the year results 
in a greater wind distribution of particulate matter. 
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